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Abstract

Let V “
À

nPN Vpnq be a C2-cofinite vertex operator algebra. We prove the conver-
gence of Segal’s sewing of conformal blocks associated to analytic families of pointed
compact Riemann surfaces and grading-restricted generalized VbN -modules (where
N “ 1, 2, . . . ) that are not necessarily tensor products of V-modules, generalizing
significantly the results on convergence in [Gui23a].

We show that “higher genus pseudo-q-traces” (called pseudo-sewing in this arti-
cle) can be recovered from Segal’s sewing. Therefore, our result on the convergence of
Segal’s sewing implies the convergence of pseudo-sewing, and hence covers both the
convergence of genus-0 sewing in [HLZ12f] and the convergence of pseudo-q-traces
in [Miy04] and [Fio16].

Using a similar method, we also prove the convergence of Virasoro uniformiza-
tion, i.e., the convergence of conformal blocks deformed by non-automomous mero-
morphic vector fields near the marked points. The local freeness of the analytic
sheaves of conformal blocks is a consequence of this convergence. It will be used
in the third paper of this series to prove the sewing-factorization theorem.
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0 Introduction: towards the geometry of pseudo-q-traces

This paper is the second part of the series on conformal blocks associated to a C2-
cofinite N-graded vertex operator algebra (VOA) V “

À

nPNVpnq and analytic families of
compact Riemann surfaces. The final goal of the series is to prove a sewing-factorization
theorem (SF theorem).

An outline of this theorem was presented in the Introduction of [GZ23]. In genus
0, this theorem encompasses the associativity of intertwining operators as proved by
Huang-Lepowsky-Zhang in [HLZ14, HLZ12a]-[HLZ12g]. In genus 1, we will show in
future paper that the SF theorem implies the modular invariance property studied in
[Zhu96, Miy04, AN13, Hua24]. In higher (i.e. arbitrary) genus, and when V is also ratio-
nal, the theorem specializes to the analytic version of the factorization theorem and the
(formal) sewing theorem proved by [DGT22], namely, Thm. 12.1 of [Gui23a].

0.1 Convergence of sewing conformal blocks

In this paper, we prove the convergence of sewing conformal blocks, which consti-
tutes half of the SF theorem. (The other half is that the sewing construction implements
an isomorphism of two spaces of conformal blocks: the space of conformal blocks before
sewing and the space of those after sewing.) The results proved in this paper are inter-
esting in their own right. Therefore, we have structured this paper in a way that it can be
read independently of the other parts of the series.

The sewing construction is the most fundamental operation in 2d conformal field the-
ory, as highlighted in Segal’s seminal works [Seg88, Seg04]. For a concise (and necessarily
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incomplete) overview of the history behind the proof of convergence of sewing for ratio-
nal VOAs, we refer readers to the Introduction of [Gui23a].

In fact, the proof of convergence of sewing already played an important role in
the early history of VOAs. A notable feature of rational VOAs is that their characters
TrMq

L0´ c
24 (where M runs through all irreducibles of V) form a vector-valued modu-

lar form. More generally, Zhu proved in [Zhu96] the remarkable result that all v ÞÑ

TrMYMpv, zqqL0´ c
24 form an SLp2,Zq-invariant space. This modular invariance property

can be reformulated in the following way:

(1) Convergence of sewing. For 0 ă |q| ă 1, the sewing construction v ÞÑ

TrMYMpUpαqv, 1qqLp0q converges absolutely to a vacuum torus conformal block ϕq.
(Here, Upαq is a change of coordinate operator expressed in terms of the Virasoro
operators.)

(2) Factorization. For each fixed q, every vacuum torus conformal block arises from the
sewing construction in (1). Moreover, this “factorization” process can be holomor-
phic with respect to q.

(3) Flat connections. The space of vacuum torus conformal blocks form a holomorphic
vector bundle together with a canonical modular-invariant (flat) connection ∇.

(4) Parallelism. The section q ÞÑ ϕq in (1) is parallel up to the projective term c
24 where

c is the central charge. Namely, q∇Bqϕq “ c
24ϕq.

A primary purpose of (3) and (4) is to ensure that the S and T matrices obtained by
modular transforming q´ c

24ϕq are “independent of q”.
The associativity of intertwining operators in [HLZ14, HLZ12a]-[HLZ12g] can be

phrased in a similar fashion, where V is not assumed to be rational:

(a) Convergence of sewing. The product Y1pw1, z1qY2pw2, z2q resp. the iterate
Y1pY2pw2, z2 ´ z1qw1, z1q of intertwining operators (« genus-0 three-pointed con-
formal blocks) converge absolutely on suitable domains to a genus-0 four-pointed
conformal block ϕz1,z2 (with marked points 0, z1, z2,8).

(b) Factorization. For each fixed (suitable) z1, z2, every genus-0 conformal block with
marked points 0, z1, z2,8 can be factored into a product resp. an iterate of inter-
twining operators. Moreover, this factorization process can be holomorphic with
respect to z1, z2.

(c) Flat connections. The space of genus-0 four-pointed conformal blocks form a holo-
morphic vector bundle together with a canonical Möbius-invariant flat connection
∇.

(d) Parallelism. The section pz1, z2q ÞÑ ϕz1,z2 is parallel under ∇.

(c) and (d) ensure that the braiding and fusion matrices are “independent of z1, z2”.
We emphasize that factorization is the inverse process of sewing. Our SF theorem special-

izes to (1)+(2) in genus 1 and (a)+(b) in genus 0. The general theory related to (3)+(4) and
(c)+(d) will also be given in this paper.
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0.2 Why do pseudo-q-traces appear in genus-1 but not in genus-0 ?

One of the most puzzling phenomena for irrational C2-cofinite VOAs is that (a)-(d)
continue to hold, as indicated by the works of Huang-Lepowsky-Zhang; however, (2)
does not hold. Indeed, Miyamoto showed in [Miy04] that to achieve a factorization as
in (2), it is necessary to consider in (1) not only the standard q-traces, but also pseudo-
q-traces TrωMYMpUpαqv, 1qqLp0q. We aim to give a conceptual explanation of the following
question: Why are pseudo-q-traces needed only in genus-1 but not in genus-0?

The permutation-twisted/untwisted correspondence obtained in [Gui21] suggests
that sewing and factorization could be applied to higher genus Riemann surfaces even
without (explicitly) appealing to pseudo-q-traces. (Therefore, Segal’s sewing is sufficient
in finite logarithmic CFT!) That correspondence says roughly that if G is a subgroup of
SN acting by permutation on VbN , then the genus-0 conformal blocks forG-twisted VbN -
modules correspond to conformal blocks for (untwisted) V-modules and branched cov-
erings of P1. Moreover, the sewing of the LHS corresponds to the sewing of the RHS.
Therefore:

• The convergence of products/iterates and the associativity of intertwining opera-
tors among G-twisted VbN -modules1 can be translated to the sewing-factorization
theorem for certain higher genus conformal blocks of untwisted V-modules via
branched coverings.

In fact, [Gui21, Sec. 0.2] explains how the associativity of Z2-twisted intertwining op-
erators corresponds to the untwisted modular invariance. Although [Gui21] focuses on
VbN -modules that are tensor products of V-modules (or their direct sums), most results
in [Gui21] can be easily generalized to arbitrary VbN -modules.

0.3 Segal’s (ordinary) sewing suffices in arbitrary genus

In the Introduction of [GZ23], we have already presented the sewing construction
in arbitrary genus that ensures the factorization holds. (In fact, our SF theorem is deeply
inspired by the observation in Sec. 0.2.) Let us briefly recall its formulation. For simplicity,
instead of a family of Riemann surfaces, we consider a single fiber

rX “ p rC|x‚}x1
‚, x

2
‚q “ p rC|x1, . . . , xN}x1

1, . . . , x
1
R, x

2
1, . . . , x

2
Rq

where rC is a (possibly disconnected) compact Riemann surface, and x‚, x
1
‚, x

2
‚ are distinct

marked points on rC. We assume that each connected component of rC contains at least
one of x1, . . . , xN . At each xi, x

1
j , x

2
j we associate an (analytic) local coordinate ηi, ξj , ϖj .

After choosing suitable εj ą 0, one can sew rX along each pair of points px1
j , x

2
j q via the

relation ξjϖj “ qj . The result of sewing is a family of nodal curves with marked points
(and local coordinates)

X “ pπ : C Ñ B|ς1, . . . , ςN q

1This holds at least when V is C2-cofinite and G is solvable. In that case, pVN
q
G is C2-cofinite [Miy15]. So

one can combine Huang-Lepowski-Zhang and [McR21] to prove the associativity for intertwining operators
of VN among G-twisted modules.
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Here, B “ Dε‚ :“ Dε1 ˆ ¨ ¨ ¨DεR and Dεj “ tqj P C : |qj | ă εju. The marked points
x1
j , x

2
j disappear after sewing, and the constant extension of xi gives the section ςi.Let

Dˆ
εj “ Dεj ´ t0u. Then X is a smooth family on Dˆ

ε‚
:“ Dˆ

ε1 ˆ ¨ ¨ ¨ ˆ Dˆ
εR

.
Now, we choose a (grading-restricted) VbN -module W associated simultaneously to

the marked points x‚ of rX. Choose an VbR-module M associated to x1
‚, and associate the

contragredient module M1 to x2
‚.

We let T ˚
rX

pW b M b M1q be the space of conformal blocks associated to rX and W b

M b M1. Its elements are linear functionals

ψ : W b M b M1 Ñ C

satisfying certain invariance property under the action of sheaf of VOAs V
rC
. Let Ljpnq be

the Virasoro operator for the j-th component (cf. (1.1.3)). Let M “
À

λ‚PCR Mrλ‚s be the
decomposition of M with respect to the joint generalized eigenspaces of L1p0q, . . . , LRp0q.
Let qL‚p0q

‚ “ q
L1p0q

1 ¨ ¨ ¨ q
LRp0q

R . Then the sewing SψSψSψ of ψ (in the sense of Segal) is defined
by taking contraction in the usual sense (but not under a pseudo-trace), i.e.,

Sψ : W Ñ Ctq‚urlog q‚s “ Ctq1, . . . , qRurlog q1, . . . , log qRs

Sψpwq “
ÿ

λ‚PCR

ÿ

αPAλ‚

ψ
`

w‚ b q
L‚p0q
‚ mpλ‚,αq b qmpλ‚,αq

˘

where pmpλ‚,αqqαPAλ‚
is a (finite) basis of Mrλ‚s with dual basis p qmpλ‚,αqqαPAλ‚

. (Note that
Ljp0q preserves each Mrλ‚s.) See Subsec. 4.1.3 for the precise definition of Sψ.

Associate W also to the marked points ς‚pBq of X. Let T ˚
X pWq be the B-sheaf of confor-

mal blocks associated to X and W. Thus, on Dˆ
ε‚

, a section of this sheaf is precisely a linear
map W Ñ OpDˆ

ε‚
q whose restriction to each q‚ P Dˆ

ε‚
is a conformal block associated to W

and the fiber Xq‚ . (See Rem. 3.1.1 for details.) A major result of this paper (Thm. 4.3.1)
is the generalization of the following theorem to the case that rX is a family of pointed
compact Riemann surfaces.

Theorem 0.3.1. Letψ P T ˚
rX

pWbMbM1q. Then Sψ converges absolutely and locally uniformly
(a.l.u.) on Dˆ

ε‚
to an element of H0pDˆ

ε‚
,T ˚

X pWqq (i.e., a section of T ˚
X pWq on Dˆ

ε‚
).

Now, when does the factorization hold in this setting? In other words, in which situa-
tion can every conformal block associated to Xq‚ and W be obtained by sewing conformal
blocks associated to rX and WbMbM1? An answer has been provided in the Introduction
of [GZ23] and will be proved rigorously in the third part of the series:

• The factorization holds if the sewing of rX is a disjoint sewing, namely, if rC is a dis-
joint union of open subsets rC 1 \ rC2 such that x1

1, . . . , x
1
R belong to rC 1 and x2

1, . . . , x
2
R

belong to rC2.

For example, in Sec. 0.1, the sewing in (a) is disjoint, any “branched covering” of (a) is
disjoint, but (1) is not a disjoint sewing.

Thus, we can address the question posed in Sec. 0.2: The reason that the sewing
construction v ÞÑ TrMYMpv, 1qqLp0q does not provide all vacuum torus conformal blocks
is that this type of sewing is a “self-sewing” rather than a disjoint sewing.
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There are two ways to achieve factorization for non-disjoint sewing. The first ap-
proach retains the sewing of conformal blocks but modifies the way of sewing compact
Riemann surfaces. The second approach does the opposite. More precisely:

(α) Transform the non-disjoint sewing of Riemann surfaces to a disjoint one, as shown
e.g. in Fig. 0.3.1. Then the ordinary sewing of conformal blocks (as in Segal’s work
[Seg88, Seg04]) is sufficient.

(β) Keep the sewing of Riemann surfaces. However, replace Segal’s (ordinary) sewing of
conformal blocks with pseudo-sewing (i.e. pseudo-q-trace).

“

Figure 0.3.1 Transforming self-sewing to disjoint sewing

In Sec. 4.4, we will show that (β) arises naturally as a special case of (α). In future
work, we will show that in most typical cases, (α) and (β) are roughly equivalent. For
now, let me explain why the sewing in [Gui23a] is insufficient to achieve the factorization:
In that work, the VbR-module M is a tensor product of V-modules. As we will see in the
following section:

• The consideration of VbR-modules that are not tensor products of V-modules (or
their direct sums) is closely related to the pseudo-trace construction.

0.4 A pseudo-trace End0
ApMq Ñ C is a two-pointed genus-0 conformal block

associated to the Vb2-submodule End0
ApMq of M bC M1

To illustrate the main idea behind the embedding pβq ãÑ pαq mentioned above, let’s
examine the simplest case: Let Q and N be a 3-pointed resp. 2-pointed sphere with local
coordinates:

Q “ pP1|1,8, 0; z ´ 1, 1{z, zq N “ pP1|8, 0; 1{z, zq

Here, z denotes the standard coordinate of C. Associate the vacuum module V to the
marked point 1 P Q. Let X be a Vb2-module associated to the marked points p8, 0q of
N. Its contragredient X1 is associated to the marked points p8, 0q of Q. Choose conformal
blocks

ϕ : V b X1 Ñ C τ : X Ñ C

associated to Q and N respectively.
Let X be the sewing of Q and N along two pairs of points: The first pair is p8Q,8Nq,

and the second pair is p0Q, 0Nq.2 See Fig. 0.4.1. Then X has base manifold B “ D1 ˆ D1

where D1 “ tq P C : |q| ă 1u. By Thm. 0.3.1, for each 0 ă |q1|, |q2| ă 1, Sq‚pϕ b τq

converges to a conformal block associated to V and the fiber Xq‚ “ Xq1,q2 .
2Technically, this sewing does not satisfy our assumption in Sec. 0.3 that each component of Q\N contains

a marked point not intended for sewing. (Look at N.) However, this minor issue can be easily circumvented
by propagating the conformal blocks. See Rem. 4.3.2.
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1

8 8

0 0

V X1 X V“

Figure 0.4.1 Sewing Q \ N to get the torus Xq1,q2 .

The factorization implies that any vacuum torus conformal block can be written as
Sq‚pϕb τq. We now explain how the pseudo-trace construction fits into our setting.

Let M be a V-module. If we let X be M b M1 and let τ : X b X1 Ñ C be the standard
pairing, then Sq‚pϕb τq is just the usual q-trace (where q “ q1q2). However, we can let X
be a Vb2-submodule of M b M1.

The following procesure provides a major way to get Vb2-submodules of MbM1. Let

End0pMq “
à

λ,µPC
HomCpMrµs,Mrλsq

where Mrλs is the weight-λ generalized eigenspace. The canonical linear equivalence

End0pMq » M b M1

makes End0pMq a Vb2-module. Choose a unital subalgebra A of EndVpMqop. Then
End0pMq has a Vb2-submodule

End0ApMq :“ tT P End0pMq : pTmqa “ T pmaq for all m P M, a P Au

We now assume that M is projective as a right A-module. Fix a symmetric linear
functional ω : A Ñ C. (Namely, ω is linear and ωpabq “ ωpbaq for all a, b P A.) Through
the pseudo-trace construction in [Ari10], we obtain a symmetric linear functional

Trω : End0ApMq Ñ C

The fact that τ :“ Trω is symmetric implies that it is a conformal block associated to N
and the Vb2-module

X :“ End0ApMq

Finally, the linear functional

ϕ : V b M1 b M Ñ C v bm1 bm ÞÑ xYMpv, 1qm,m1y

is a conformal block associated to Q and V b M1 b M. Using the fact that the vertex
operators of M commute with A, we see that ϕ descends to a linear map

ϕ : V b End0ApMq1 Ñ C

where End0ApMq1 “
À

µ,λPCHomApMrµs,Mrλsq
˚ is the contragedient Vb2-module of

End0ApMq. Thus one can define the sewing Spϕ b Trωq : V Ñ Ctq1, q2urlog q1, log q2s,
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and by direct computation one sees that it has range in Ctq1q2urlogpq1q2qs. If we let
v ÞÑ TrωpYMpv, 1qqLp0qq denote the pseudo-q-trace construction as in [Miy04, AN13, Fio16,
Hua24], then as linear maps V ÞÑ Ctqurlog qs we have

Trω
`

YMp´, 1qqLp0q
˘

“ Spϕb Trωq
ˇ

ˇ

q1q2“q
(0.4.1)

Thus, the pseudo-q-trace on the LHS is realized by the ordinary sewing of conformal
blocks on the RHS. In particular, the convergence of the ordinary sewing implies the con-
vergence of pseudo-q-traces. See Sec. 4.4 for the generalization of the above discussions
to arbitrary genus.

• Conclusion: The pseudo-q-traces can be recovered from Segal’s (ordinary) sewing.

0.5 Connections, local freeness, and the convergence of Virasoro uniformiza-
tion

Besides Thm. 4.3.1, in this paper, we also prove several results related to the con-
nections on the sheaves. These connections were already used in [Gui23a] to derive the
differential equations ensuring the convergence of sewing conformal blocks. In this pa-
per, we adopt the same method. The idea behind this method is to transform the sewing
to the uniformization of Riemann surfaces. Huang has already used this idea in [Hua97]
to study the convergence of sewing conformal blocks associated to spheres with non-
standard local coordinates.

Unlike [Gui23a], which takes a pragmatic view of these connections, this paper offers
a more thorough exploration of the topic for several reasons.

The parallelism of sewing up to a projective term

As suggested in Sec. 0.1, in genus-1, the SF theorem (including the convergence of
sewing) is insufficient to imply modular invariance. One also needs the flat connections
on the locally free sheaf of conformal blocks, and one needs to show that the sewing
is parallel under this connection up to a projective term. The general formula for the
projective term in arbitrary genus is given in Thm. 4.3.3. As we will show in a future
work, this formula accounts for the extra factor ´ c

24 appearing in the modular invariance
theorems.

Misunderstanding of the proof of analytic local freeness

Let us from now on assume that X “ pπ : C Ñ B|ς1, . . . , ςN q is a family of N -pointed
compact Riemann surfaces with local coordinate ηi at each ςipBq. Associate a VbN -module
M simultaneously to the marked points ς‚pBq. A standard application of the connections
is to show that the sheaf of conformal blocks T ˚

X pWq, as an OB-module, is locally free.
(Namely, it is a (finite-rank) vector bundle on B.) As an application, the dimensions of
spaces of conformal blocks are topological invariants. See [TUY89, Uen97, Uen08, NT05,
DGT22] for instance.

8



We believe that the following aspect has not received sufficient attention in the lit-
erature: Almost all proofs of the local freeness of sheaves of conformal blocks only apply in the
algebraic setting but not in the complex analytic setting, the setting we take in our series of
papers. The algebraic local freeness is proved in the following way: First, it is proved that
the sheaf of coinvariants TXpWq (whose dual sheaf is T ˚

X pWq) is coherent. Then, since
any coherent sheaf with a connection is locally free, it follows that TXpWq is locally free,
and hence T ˚

X pWq is locally.
However, the above proof that TXpWq is coherent relies heavily on the fact that B is

(locally) Noetherian. (See e.g. the proof of [NT05, Thm. 6.2.1].) Without the Noetherian
property for OB, one can only show that TXpWq is of finite type—that is, locally it has
an epimorphism from a free sheaf—but one cannot show that the sheaves of relations in
TXpWq are of finite type, which is essential in defining coherent sheaves. Unfortunately,
complex manifolds rarely exhibit the Noetherian property, making it challenging to estab-
lish coherence as in the algebraic case. Consequently, the algebraic proof of local freeness
fails in the analytic setting.

Therefore, it is essential to give a correct proof of the local freeness for analytic fami-
lies, which we achieve in Thm. 3.3.1.

Convergence of Virasoro uniformization

A key step in proving the (analytic) local freeness of TXpWq (and T ˚
X pWq) is to prove

the convergence of Virasoro uniformization. The algebraic Virasoro uniformization is ex-
plicitly stated in [FBZ04, Ch. 17]. Roughly speaking, suppose that we have an N -pointed
compact Riemann surface Y “ pC|x1, . . . , xN q with local coordinates η1, . . . , ηN , where
each ηi is defined on a disk Ui centered at xi, and choose a meromorphic vector field
xi “ hiBηi where hi is a holomorphic function on Uiztxiu with finite poles at xi. In the
algebraic setting, these vector fields x1, . . . , xN generate the first order infinitesimal defor-
mation of Y. Translating xi to the Virasoro operators, we obtain the first order infinitesi-
mal parallel transport of conformal block.

In our analytic setting, we can say more about the Virasoro uniformization. We can
even assume that hi relies holomorphically on another complex variable q. So each xi is
a non-autonomous vector field, which generates a non-autonomous holomorphic flow
q ÞÑ βiq on any compact subset of Ui ´ txiu. Assume that Ui is large enough and r ą 0 is
small enough such that, whenever |q| ă r, Ui contains βiq ˝ η´1

i pD1q. Then we can remove
βiq ˝ η´1

i pD1q from C, use the map ηi ˝ pβiqq
´1 to glue βiq ˝ η´1

i pS1q with the boundary S1

of the standard closed disk D1, and replace xi and its local coordinates ηi with the new
marked point 0 P D1 and its standard coordinate z. Then this gives a new N -pointed
compact Riemann surface Yq with local coordinates.3 See Sec. 3.2 for more details.

With respect to the analytic deformation Y ÞÑ Yq, a given conformal block ψ (asso-
ciated to Y and a VbN -module W) is transformed to a new one ψq. This transformation
is described by a differential equation involving Virasoro operators. See (3.1.6) (and also
(3.1.4b)). Initially, ψq is only a formal power series of q. Our theorem on the convergence

3In the language of compact Riemann surfaces with boundaries and boundary parametrizations, this
process is as follows: At q, the Riemann surface with boundary is C ´

Ť

i β
i
q ˝ η´1

i pD1q. The i-th boundary
parametrization, i.e, the analytic diffeomorphism βi

q ˝ η´1
i pS1

q Ñ S1, is chosen to be ηi ˝ pβi
qq

´1.
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of Virasoro uniformization says that for |q| ă r, ψq converges absolutely to a conformal
block associated to Yq and W.

In the special case that xi is autonomous (i.e. independent of q), βi is then an au-
tonomous flow, and ψq can be expressed as an exponential: Write

xi “

`8
ÿ

k“´8

hi,kη
k
i (0.5.1)

where hi,k P C is zero when k ! 0. Then for each w P W we have

ϕpwq “ ϕ0

`

e´qAw
˘

where A “

N
ÿ

i“1

`8
ÿ

k“´8

hi,kLipk ´ 1q (0.5.2)

(See Exp. 3.1.5.) To our knowledge, the convergence of such an exponential (for reason-
ably large |q|) has not been addressed before in the VOA literature. Therefore, we believe
it is valuable to explore this topic in the present paper. Interestingly, our proof of the con-
vergence of Virasoro uniformization shares many similarities with the proof convergence
for sewing conformal blocks.

Lie derivatives in sheaves of VOAs

The most challenging part of constructing the connection is to show that the connec-
tion ∇, originally defined on WXpWq “ WbOB, descends to TXpWq. (Note that TXpWq is
the quotient of WXpWq by a suitable OB-submodule JX.) The purely algebraic approach
in [FBZ04] does not suit our analytic framework optimally, so in this paper, we provide a
differential-geometric proof.

Let y be a vector field on B. To show that ∇y preserves JX, we need to calculate
the commutator of ∇y and the action of the sheaf of VOA VX (more precisely, the action
of VX bOC ωC{B) on WXpWq. As we will see in Subsec. 2.3.2 (especially in (2.3.9)), this
commutator is computed using the Lie derivatives in VX b ωC{BVX b ωC{BVX b ωC{B, generalizing the usual
Lie derivatives of tensor fields.

It is noteworthy that in the case of V being a unitary affine VOA associated to a simple
Lie algebra g, this Lie derivative structure is obscured. In fact, as shown in [TUY89], to
study the conformal blocks for such VOAs it suffices to use the subsheaf of VX generated
by weight one vectors. This subsheaf is canonically isomorphic to gbCΘC{B, and hence its
tensor with ωC{B is canonically isomorphic to gbCOC . Therefore, the usual (Lie) derivative
on OC is adequate for studying connections. For this reason, extending the treatment of
connections in [TUY89] to general C2-cofinite VOAs is far from straightforward.
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1 Preliminaries

1.1 Notations

IfX is a complex manifold, then we denote the holomorphic tangent (resp. cotangent)
bundle as ΘX (resp. ωX ). We denote by OX the sheaf of (germs of) holomorphic functions
on X . Then OXpXq “ OpXq is the space of holomorphic functions U Ñ C. Suppose that
E is an OX -module. For each x P X , the stalk of E at x is denoted by Ex. The fiber of E at
x is the C-vector space

E |x :“ Ex{mX,xEx (1.1.1)

where mX,x “ tf P OX,x : fpxq “ 0u.
In this article, ifX is a complex manifold, and if E and F are OX -modules, then E bF

means E bOX
F . In other words, b means bOX

but not (say) bC.
If s‚ “ psiqiPI is a collection in E pXq, we say that s‚ generates E if for each x P X , every

element of Ex is a (finite) OX,x-linear combination of elements of s‚. This is equivalent
to saying that the OX -module morphism

À

iPI OX Ñ E sending ‘iPIfi to
ř

i fisi is an
epimorphism.

We say that E is of finite type if each x P X is contained in a neighborhood U such
that E |U is generated by a finite subset of E pUq. Clearly, if E is of finite type, then each
E |x is finite dimensional.

• For each 0 ă r ď `8 and r‚ “ pr1, . . . , rN q, let

Dr “ tz P C : |z| ă ru Dˆ
r “ tz P C : 0 ă |z| ă ru Dr “ tz P C : |z| ď ru

Dr‚ “ Dr1 ˆ ¨ ¨ ¨ ˆ DrN Dˆ
r‚

“ Dˆ
r1 ˆ ¨ ¨ ¨ ˆ Dˆ

rN

• Suppose π : C Ñ B is a holomorphic map of complex manifolds. For each E Ă B,

CE :“ π´1pEq

• We fix an N-graded VOA V “
À

nPNVpnq with conformal vector c P Vp2q and
central charge c. We set Vďn “

À

kďnVpkq.

• On any weak V-module W, the vertex operator YWpv, zq (often abbreviated to Y ) is
written as Y pv, zq “

ř

nPZ Y pvqnz
´n´1. More generally, if W is a weak VbN -module

and v P V, we write

Yipv, zq “
ÿ

n

Yipvqnz
´n´1 “ Y p1 b ¨ ¨ ¨ b v

Ò
i-th

b ¨ ¨ ¨ b 1, zq (1.1.2)

Lipnq “ Yipcqn´1 (1.1.3)

Then Lpnq “
ř

i Lipnq are the Virasoro operators of VbN on W.

• Consider the case that W is a grading-restricted (generalized) VbN -module (cf.
[Hua09]). Then each generalized eigenspace of Lp0q is finite-dimensional and Ljp0q-
invariant for all j. So we can write

W “
à

λ‚PCN

Wrλ‚s (1.1.4)
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where Wrλ‚s “ Wrλ1,...,λN s is the (finite-dimensional) subspace of all w P W that is a
generalized λi-eigenvector of Lip0q for each i. Define the algebraic completion

W “
ź

λ‚PCN

Wrλ‚s

For each µ‚, λ‚ P CN , we say µ‚ ď λ‚ whenever ℜpµiq ď ℜpλiq for all 1 ď i ď N . Let

Wrďλ‚s “
à

µ‚PCN ,µ‚ďλ‚

Wrµ‚s

Pλ‚
“ the projection W Ñ Wrλ‚s Pďλ‚

“ the projection W Ñ Wrďλ‚s

• LetW be a C-vector space. Let z‚ “ pz1, . . . , zN q be (mutually commuting) variables.

W rrz‚ss “

!

ÿ

n‚PNN

an‚z
n‚
‚

)

W rz‚s “

!

ÿ

n‚PNN

an‚z
n‚
‚ : an‚ “ 0 for sufficiently large n1, . . . , nNu

W ppz‚qq “

!

ÿ

n‚PZN

an‚z
n‚
‚ : an‚ “ 0 for sufficiently negative n1, . . . , nN

)

W tz‚u “

!

ÿ

n‚PCN

an‚z
n‚
‚ : an‚ “ 0 for sufficiently negative ℜpn1q, . . . ,ℜpnN q

)

where all an‚ are in W. Note that W tz‚u is a Cppz‚qq-module.

Let X be a locally compact Hausdorff space. Let pfiqiPI be a countable collection of
functions on X . We say that

ř

i fi converges absolutely and locally uniformly (a.l.u.) on
X if each x P X is contained in a neighborhood U such that supyPU

ř

iPI |fipyq| ă `8.
This is equivalent to that for each compact K Ă X we have supyPK

ř

iPI |fipyq| ă `8.

1.2 Sewing a family of compact Riemann surfaces

1.2.1 The sewing construction

We revisit the construction of sewing families of compact Riemann surfaces. The set-
ting established in this subsection will be used throughout this paper. Our presentation
follows and generalizes the one presented in [Gui23a, Sec. 2]. In [Gui23a], the sewing was
restricted to a single pair of points, whereas here, we extend it to multiple pairs of points.
Much of the geometric construction in this section is well known. We provide detailed
explanations to establish the notations that will be used later.

Throughout this article, we fix a family of pN`2Rq-pointed compact Riemann surfaces

rX “ prπ : rC Ñ rB
ˇ

ˇς‚
›

›ς 1
‚, ς

2
‚ q “ prπ : rC Ñ rB

ˇ

ˇς1, ¨ ¨ ¨ , ςN
›

›ς 1
1, ¨ ¨ ¨ , ς 1

R, ς
2
1 , ¨ ¨ ¨ , ς2

Rq. (1.2.1)

where N ě 1 and R ě 0. So rπ is a proper surjective holomorphic submersion, and
each fiber rCb “ rπ´1pbq (where b P rB) has complex dimension 1. ς‚, ς 1

‚, ς
1
‚ are sections of

12



rπ : rC Ñ rB 4 with mutually disjoint ranges. We always assume that

For each b P rB, each connected component of rCb contains one of ς1pbq, . . . , ςN pbq (1.2.2)

which is stronger than (2-b) of [GZ23, Def. 1.7.1]. (The reason for assuming this is due to
(1.3.13).) We fix local coordinates ξ‚, ϖ‚ of rX at ς 1

‚, ς
2
‚ . 5

Choose r1, ¨ ¨ ¨ , rR, ρ1, ¨ ¨ ¨ , ρR ą 0 and neighborhoods V 1
1 , ¨ ¨ ¨ , V 1

R, V
2
1 , ¨ ¨ ¨ , V 2

R of
ς 1
1p rBq, ¨ ¨ ¨ , ς 1

Rp rBq, ς2
1 p rBq, ¨ ¨ ¨ , ς2

Rp rBq, on which ξ1, ¨ ¨ ¨ , ξR, ϖ1, ¨ ¨ ¨ , ϖR are defined, such that

pξi, rπq : V 1
i

»
ÝÑ Dri ˆ rB, pϖi, rπq : V 2

i
»
ÝÑ Dρi ˆ rB (1.2.3)

are biholomorphic maps for each 1 ď i ď R. Moreover, we assume
ς1p rBq, ¨ ¨ ¨ , ςN p rBq, V 1

1 , ¨ ¨ ¨ , V 1
R, V

2
1 , ¨ ¨ ¨ , V 2

R are disjoint. Identify

V 1
i “ Dri ˆ rB, V 2

i “ Dρi ˆ rB (1.2.4)

via (1.2.3). Then ξi (resp. ϖi) becomes the projection onto the Dri-component (resp. Dρi-
component), and rπ restricts to the projection onto rB. We call ri, ρi the sewing radii for
ς 1
i, ς

2
i .
We sew rXrXrX along pairs of points ς 1

‚, ς
2
‚ using ξ‚, ϖ‚ to get a family

X “ pπ : C Ñ B
ˇ

ˇς‚q “ pπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN q (1.2.5)

X is described as follows.
We shall freely switch the orders of Cartesian products. Set

B “ Dr‚ρ‚ ˆ rB “ Dr1ρ1 ˆ ¨ ¨ ¨ ˆ DrRρR ˆ rB. (1.2.6)

Define also Wi and its open subsets W 1
i ,W

2
i by

Wi “ Dri ˆ Dρi ˆ
ź

j‰i

Drjρj ˆ rB (1.2.7a)

W 1
i “ Dˆ

ri ˆ Dρi ˆ
ź

j‰i

Drjρj ˆ rB (1.2.7b)

W 2
i “ Dri ˆ Dˆ

ρi ˆ
ź

j‰i

Drjρj ˆ rB (1.2.7c)

Then we can extend ξi, ϖi and qi “ ξiϖi constantly to

ξi :Wi Ñ Dri pz, w, ˚q ÞÑ z (1.2.8a)
ϖi :Wi Ñ Dρi pz, w, ˚q ÞÑ w (1.2.8b)
qi :Wi Ñ Driρi pz, w, ˚q ÞÑ zw (1.2.8c)

4Namely, they are holomorphic maps rB Ñ rC whose compositions with rπ are the identity map of rB.
5Suppose that ς : rB Ñ rC is a section. Then a local coordinate at ςp rBq means a (C-valued) holomorphic

function η on a neighborhood rU of ςp rBq whose restriction to each fiber rUb “ rπ´1
pbq (where b P rB) is univalent

(i.e. injective), and whose restriction to ςp rBq is zero.
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so that qi “ ξiϖi still holds. Then we have open holomorphic embeddings

pξi, ϖi,prq :Wi
“
ÝÑ Dri ˆ Dρi ˆ

ź

j‰i

Drjρj ˆ rB (1.2.9a)

pξi, qi,prq :W
1
i Ñ Dri ˆ Driρi ˆ

ź

j‰i

Drjρj ˆ rB » Dri ˆ rB ˆ Dr‚ρ‚ (1.2.9b)

pϖi, qi, prq :W
2
i Ñ Dρi ˆ Driρi ˆ

ź

j‰i

Drjρj ˆ rB » Dρi ˆ rB ˆ Dr‚ρ‚ (1.2.9c)

where pr denotes the projection onto the
ś

j‰iDrjρj ˆ rB-component. The image of (1.2.9b)
resp. (1.2.9c) is precisely the subset of all pzi, b, p1, . . . , pRq P Dri ˆ rB ˆ Dr‚ρ‚ resp.
pwi, b, p1, . . . , pRq P Dρi ˆ rB ˆ Dr‚ρ‚ satisfying

|pi|

ρi
ă |zi| ă ri resp.

|pi|

ri
ă |wi| ă ρi. (1.2.10)

So closed subsets F 1
i Ă Dri ˆ rB ˆ Dr‚ρ‚ and F 2

i Ă Dρi ˆ rB ˆ Dr‚ρ‚ can be chosen such that
we have biholomorphisms

pξi, qi,prq :W
1
i

»
ÝÑ Dri ˆ rB ˆ Dr‚ρ‚ ´ F 1

i (1.2.11a)

pϖi, qi, prq :W
2
i

»
ÝÑ Dρi ˆ rB ˆ Dr‚ρ‚ ´ F 2

i (1.2.11b)

By the identifications (1.2.4), we can write the above maps as

pξi, qi, prq :W
1
i

»
ÝÑ V 1

i ˆ Dr‚ρ‚ ´ F 1
i Ă rC ˆ Dr‚ρ‚ (1.2.12a)

pϖi, qi,prq :W
2
i

»
ÝÑ V 2

i ˆ Dr‚ρ‚ ´ F 2
i Ă rC ˆ Dr‚ρ‚ (1.2.12b)

In particular, we view F 1
i and F 2

i as closed subsets of rC ˆ Dr‚ρ‚ .
The complex manifold C is defined by

C “
`

W1 \ ¨ ¨ ¨ \WR

˘

ğ

`

rC ˆ Dr‚ρ‚ ´

R
ď

i“1

pF 1
i Y F 2

i q
˘

M

„ (1.2.13)

Here, the equivalence „ is defined by identifying each subsets W 1
i ,W

2
i of Wi with the

corresponding open subsets of rCˆDr‚ρ‚ ´
ŤR
i“1pF 1

iYF 2
i q via the biholomorphisms (1.2.12).

π : C Ñ B is defined as follows. The map

rπ ˆ idDr‚ρ‚
: rC ˆ Dr‚ρ‚ Ñ rB ˆ Dr‚ρ‚ “ B

agrees with

qi :Wi “ Dri ˆ Dρi ˆ
ź

j‰i

Drjρj ˆ rB Ñ Dr‚ρ‚ ˆ rB “ B

when restricted to W 1
i and W 2

i . These two maps give a well-defined surjective holomor-
phic map π : C Ñ B.

Extend ςi constantly to B “ rB ˆ Dr‚ρ‚ Ñ rC ˆ Dr‚ρ‚ , whose image is disjoint from F 1
i

and F 2
i for 1 ď i ď R. So ςi can be extended to sections of π : C Ñ B, also denoted by ςi.

This together with π : C Ñ B gives (1.2.5).
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Remark 1.2.1. If we choose local coordinates ηi defined on a neighborhood rUi of ςip rBq dis-
joint from V 1

1 , ¨ ¨ ¨ , V 1
R, V

2
1 , ¨ ¨ ¨ , V 2

R, then ηi can be extended constantly to neighborhoods
Ui :“ rUi ˆ Dr‚ρ‚ of ςipBq, also denoted by ηi.

Definition 1.2.2. The set

Σ “ tx P C : π is not a submersion at xu

is called the critical locus of X. Write

W “

R
ğ

i“1

Wi W 1 “

R
ğ

i“1

W 1
i W 2 “

R
ğ

i“1

W 2
i (1.2.14)

It is not hard to see that π is a submersion outside W , and for each i we have

Wi X Σ “
`

t0u ˆ t0u
˘

ˆ
ź

j‰i

Drjρj ˆ rB Ă Dri ˆ Dρi ˆ
ź

j‰i

Drjρj ˆ rB (1.2.15)

Thus, we have

Σ “ W ´ pW 1 YW 2q “

R
ğ

i“1

pWi ´ pW 1
i YW 2

i qq (1.2.16)

It is clear that the discriminant locus ∆ “ πpΣq satisfies

∆
def

ùùù πpΣq “ tpp1, . . . , pR,rbq P Dr‚ρ‚ ˆ rB : p1 ¨ ¨ ¨ pR “ 0u “ pDr‚ρ‚ ´ Dˆ
r‚ρ‚

q ˆ rB (1.2.17)

So ∆ is the set of all b P B such that Cb is not smooth. If b P B ´ ∆, we set

Xb :“ pCb
ˇ

ˇς1pbq, ¨ ¨ ¨ , ςN pbqq

If the local coordinates η‚ are chosen as in Rem. 1.2.1, we set

Xb :“ pCb
ˇ

ˇς1pbq, ¨ ¨ ¨ , ςN pbq; η1|Cb , ¨ ¨ ¨ , ηN |Cbq.

More generally, if U is an open or a closed complex submanifold of B, we let

XU “ the restriction of X to CU Ñ U

Assumption 1.2.3. Throughout this article, unless otherwise stated, we always assume that
X “ (1.2.5) is the family obtained by sewing the smooth family rX “ (1.2.1) along pairs of points
ς 1
‚, ς

2
‚ using ξ‚, ϖ‚. Set divisors

SX “ ς1pBq ` ¨ ¨ ¨ ` ςN pBq,

S
rX

“ ς1p rBq ` ¨ ¨ ¨ ` ςN p rBq ` ς 1
1p rBq ` ς2

1 p rBq ` ¨ ¨ ¨ ` ς 1
Rp rBq ` ς2

Rp rBq.

Note that X is smooth if and only if R “ 0, if and only if X “ rX. If E Ă B, we let XE
denote the restriction of X to E, i.e.

XE “
`

π : CE Ñ BE
ˇ

ˇς1|E , . . . , ςN |E
˘

If local coordinates η1, . . . , ηN of X at ς1pBq, . . . , ςN pBq are chosen, we set

XE “
`

π : CE Ñ BE
ˇ

ˇς1|E , . . . , ςN |E ; η1|CE , . . . , ηN |CE
˘

15



Let ∆,Σ be the critical locus and discriminant locus of X. Then the union of non-
smooth fibers is therefore

C∆ “ π´1p∆q

Recall that if E is a locally free OC-module (i.e., a holomorphic vector bundle on C),
then E p‚SXq denotes the sheaf of meromorphic sections of E with only possible poles at
SX. If k P N, then E pkSXq denotes the sheaf of sections of E p‚SXq whose orders of poles at
SX are at most k.

1.2.2 The relative tangent and dualizing sheaf

Recall that ΘB and ΘC are the sheaves of holomorphic tangent fields of B resp. C.
In this subsection, we recall the construction of ΘBp´ log∆q and ΘCp´ log C∆q. These
are the sheaves of sections of ΘB resp. ΘC tangent to ∆ resp. C∆. Then the differential
dπ : ΘC Ñ π˚ΘB restricts to an OC-module epimorphism

dπ : ΘCp´ log C∆q Ñ π˚ΘBp´ log∆q. (1.2.19)

Moreover, we will use (1.2.19) to construct a short exact sequence, which is crucial to the
definition of connections.

Assume rB is a Stein manifold and is small enough to admit a coordinate τ‚ “

pτ1, ¨ ¨ ¨ , τmq : rB Ñ Cm. Let qi be the standard coordinate of Driρi for 1 ď i ď R. Then
pq‚, τ‚q becomes a coordinate of B.

Definition 1.2.4. ΘBp´ log∆q is defined as the OB-submodule of ΘB generated freely by

q1Bq1 , ¨ ¨ ¨ , qRBqR , Bτ1 , ¨ ¨ ¨ , Bτm . (1.2.20)

For simplicity, the pullback of (1.2.20) under π in π˚ΘB will also be denoted as
q1Bq1 , ¨ ¨ ¨ , qRBqR , Bτ1 , ¨ ¨ ¨ , Bτm .

We now describe ΘCp´ log C∆q and the morphism (1.2.19) locally. Choose x P C.

Case 1. When x R Σ, x can be regarded as a point prx, pq of rC ˆ Dr‚ρ‚ disjoint from F 1
i , F

2
i

for all 1 ď i ď R. Choose a neighborhood rU Ă rC of rx together with η P Op rUq

univalent on each fiber of rU . Choose a neighborhood V of p P Dr‚ρ‚ such that
U :“ rU ˆ V is disjoint from F 1

i , F
2
i for all 1 ď i ď R. Write τ‚ ˝ rπ as τ‚ for short.

Extend η constantly to U so that η P OpUq is univalent on each fiber. Then pη, τ‚, q‚q

becomes a set of coordinates of U . ΘCp´ log C∆q|U is then the OU -submodule of
ΘC |U generated (automatically freely) by

Bη, Bτ1 , ¨ ¨ ¨ , Bτm , q1Bq1 , ¨ ¨ ¨ , qRBqR . (1.2.21)

The restriction of (1.2.19) to U (which is also a restriction of dπ : ΘC Ñ π˚ΘB) sends
Bη to 0 and keeps the other elements of (1.2.21).
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Case 2. When x P Σ, by (1.2.16), we can find 1 ď i ď R, such that Wi is a neigh-
borhood of x. By (1.2.7a), pξi, ϖi, q1, ¨ ¨ ¨ , pqi, ¨ ¨ ¨ , qR, τ‚q is a set of coordinates of
Wi. ΘCp´ log C∆q|Wi is then the OWi-submodule of ΘC |Wi generated (automatically
freely) by

ξiBξi , ϖiBϖi , q1Bq1 , ¨ ¨ ¨ ,zqiBqi , ¨ ¨ ¨ , qRBqR , Bτ1 , ¨ ¨ ¨ , Bτm . (1.2.22)

As one can check, the restriction of (1.2.19) (which is also a restriction of dπ : ΘC Ñ

π˚ΘB) to Wi satisfies

dπpξiBξiq “ dπpϖiBϖiq “ qiBqi (1.2.23)

and keeps the other elements of (1.2.22).

Remark 1.2.5. To see (1.2.23), note that π pulls the cotangent vector dqi back to dpξiϖiq “

ξidϖi `ϖidξi. So the dual element q´1
i dqi of qiBqi is pulled back to ϖ´1

i dϖi ` ξ´1
i dξi. The

latter is the summation of the dual elements of ϖiBϖi , ξiBξi .

Combining Case 1 and Case 2 together, we complete the description of ΘCp´ log C∆q

and the morphism (1.2.19).

Definition 1.2.6. The kernel of (1.2.19) is called the relative tangent sheaf and is denoted
by ΘC{B. It is a line bundle, since in Case 1 resp. Case 2 above, ΘC{B|U resp. ΘC{B|Wi is
generated freely by the section

Bη resp. ξiBξi ´ϖiBϖi

The dual OC-module of ΘC{B is called the relative dualizing sheaf and is denoted by ωC{B.
When b P B ´ ∆, we have canonical isomorphisms

ΘC{B|Cb » ΘCb ωC{B|Cb » ωCb

where ΘCb (resp. ωCb) is the holomorphic tangent (resp. cotangent) line bundle of the
Riemann surface Cb.

Remark 1.2.7. Similar to ΘC{B, we have a local description of the line bundle ωC{B. If
U Ă C ´ Σ is open and η P OpUq is univalent on each fiber, then

ωC{B|U is freely generated by dη

where dη is the dual element of the tangent field Bη (orthogonal to dπ). If µ P Op rUq is also
univalent on each fiber, the transition function is

dη “ pBµηq ¨ dµ (1.2.24)

This describes ωC{B|C´Σ. One the other hand, ωC{B|Wi is generated freely by the element
of H0pWi ´ Σ, ωC{B|C´Σq whose restrictions to W 1

i and W 2
i are

ξ´1
i dξi resp. ´ϖ´1

i dϖi (1.2.25)

This section is well-defined since the two of (1.2.25) agree on W 1
i XW 2

i due to (1.2.24).
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Remark 1.2.8. By Def. 1.2.6 and the surjectivity of (1.2.19), we have a short exact sequence
of OC-module

0 Ñ ΘC{B Ñ ΘCp´ log C∆q
dπ
ÝÑ π˚ΘBp´ log∆q Ñ 0. (1.2.26)

When X is a smooth family, (1.2.26) becomes

0 Ñ ΘC{B Ñ ΘC
dπ
ÝÑ π˚ΘB Ñ 0. (1.2.27)

1.3 Sheaves of conformal blocks and coinvariants for the sewn family

Recall [GZ23, Sec. 1.2] for the definitions of admissible VˆN -modules and finitely-
admissible VˆN -modules. Roughly speaking, an admissible VˆN -module W is one hav-
ing mutually commuting actions of N pieces of V, together with simultaneously diag-
onalizable operators rL1p0q, . . . , rLN p0q compatible with the actions of the N pieces of V.
Moreover, rL‚p0q gives an NN -grading W “

À

n‚PNN Wpn‚q. If each Wpn‚q is finite dimen-
sional, then W is called finitely-admissible.

Remark 1.3.1. It is important to keep in mind that if V is C2-cofinite, then a finitely-
admissible VˆN -module is equivalently a grading-restricted (generalized) VbN -module,
cf. [GZ23, Thm. A.2.6]. We will talk about grading-restricted VbN -modules instead of
finitely-admissible VˆN when the choice of rL‚p0q is irrelevant. See e.g. Rem. 1.3.5.

Fix an admissible VˆN -module W. Associate W to ς‚. In [GZ23, Sec. 2.2], we have
defined sheaves of partial conformal blocks for families of pM,Nq-pointed compact Rie-
mann surfaces. Specializing toM “ 0, we obtain sheaves of conformal blocks as in [GZ23,
Sec. 1.7]. This notion can be generalized in a straightforward way to the family X obtained
by sewing rX. The key ingredient is the generalization of sheaves of VOAs for smooth
families, as considered in [GZ23, Sec. 1.7], to the family X. Such sheaves of VOAs have
already been constructed in [DGT22] (in the algebraic setting) and [Gui23a, Sec. 5]. Let
us briefly recall its definition following [Gui23a] and [GZ23].

1.3.1 Sheaves of VOAs

Recall that G is the automorphism group of the set of local coordinates of C at 0.
Namely, the elements of G are fpzq “

ř

ną0 anz
n where an P C, a1 ‰ 0, and fpzq converges

absolutely for sufficiently small z. The group multiplication is defined by the composition
of functions. IfX is a complex manifold, a map ρ : X Ñ G is called a holomorphic family
of transformations if ρ can be viewed as a holomorphic function on a neighborhood of
X ˆ t0u in X ˆ C. Define

VX “ lim
ÝÑ
nPN

V ďn
X

where each V ďn
X is an OC-module defined as follows. Since π : C´Σ Ñ B is a submersion,

the sheaf V ďn
X´Σ is defined as in [Gui23a, Sec. 5] and [GZ23, Sec. 1.6]. More precisely, if
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U Ă C ´Σ is open and η P OpUq is univalent on each fiber Ub “ π´1pbq XU (where b P B),
we have a trivialization (cf. [Gui23a, Eq. (2.5)] or [GZ23, Sec. 1.6]):

Uϱpηq : V ďn
X |U

»
ÝÝÑ Vďn bC OU (1.3.1)

If µ P OpUq is also univalent on each fiber, the transition function is

UϱpηqUϱpµq´1 “ Upϱpη|µqq : Vďn bC OU
»

ÝÝÑ Vďn bC OU (1.3.2)

Here, ϱpη|µq : U Ñ G is a holomorphic family such that for each p P U ,

ϱpη|µqp transforms the local coordinate pµ´ µppqq|Cπppq
to pη ´ ηppqq|Cπppq

(1.3.3)

In other words,

ϱpη|µqppzq “ η ˝
`

µ, πq´1pz ` µppq, πppq
˘

´ ηppq (1.3.4)

And Upϱpη|µqq associates to each p the change of coordinate operator Upϱpη|µqpq P AutpVq

(restricting to AutpVďnq); more precisely, if we set α “ ϱpη|µqp, and let c1, c2, ¨ ¨ ¨ P C be

the (necessarily unique) scalars such that αpzq “ α1p0q ¨ exp
´

ř

ną0 cnz
n`1Bz

¯

z, then on V
resp. Vďn we have

Upαq “ α1p0qLp0q ¨ exp
´

ÿ

ną0

cnLpnq

¯

(1.3.5)

The operator Upαq is due to Huang [Hua97]; U is a group homomorphism.

Remark 1.3.2. With abuse of notations, we also denote the tensor product of (1.3.1) and
the identity map of ωC{B by

Uϱpηq : V ďn
X b ωC{B|U

»
ÝÝÑ Vďn bC OU bC dη (1.3.6)

Namely, it sends v b dη to Uϱpηqv bC dη.

To define V ďn
X near Σ, it suffices to describe its restriction to each Wi. Recall Wi ´Σ “

W 1
i YW 2

i by (1.2.16). Recall from [GZ23, Sec. 1.3] the change of coordinates

γzptq “
1

z ` t
´

1

z
Upγzq “ ezLp1qp´z´2qLp0q (1.3.7)

Definition 1.3.3. V ďn
X |Wi is the (automatically free) OW -submodule of V ďn

X´Σ|Wi´Σ gener-
ated by the sections whose restrictions to W 1

i and W 2
i are

Uϱpξiq
´1pξ

Lp0q

i vq resp. Uϱpϖiq
´1pϖ

Lp0q

i Upγ1qvq (1.3.8)

where ξi, ϖi are defined by (1.2.8) and v P Vďn. This is well-defined (i.e. the two expres-
sions in (1.3.8) agrees on W 1

i XW 2
i ). See [Gui23a] Sec. 5, especially Lemma 5.2.
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1.3.2 Sheaves of conformal blocks and coinvariants

Similar to [GZ23, Def. 2.2.4], we have a locally free OB-module WXpWq defined by the
trivialization

Upη‚q : WXpWq|V
»

ÝÝÑ W bC OV

associated η‚ if η‚ are local coordinates of XV at ς‚pV q where V Ă B is open. Readers
unfamiliar with this trivialization can assume throughout the paper that X admits local
coordinates η‚ at ς‚pBq, allowing WXpWq to be identified with W bC OB. In fact, in this
paper, except for a very few places (such as Sec. 3.3), we assume that X has local coordi-
nates.

Similar to [GZ23, Def. 2.2.8], we also have the residue action of π˚

`

VX bωC{Bp‚SXq
˘

on
WXpWq which is independent of the choice of local coordinates. Let us recall its definition
in the case that the local coordinates η‚ have been chose.

Choose any connected open V Ă B. Let Ui Ă CV be a neighborhood of ςipV q on which
ηi is defined. For each n P N and each σ P H0pUi,V

ďn
X b ωC{Bp‚SXqq and w P W bC OpV q

(where V Ă B is open), we define the i-th residue action

σ ˚i w “ Resηi“0YipUϱpηiqσ, ηiqw (1.3.9)

which is in W bC OpV q. More precisely, note that the element Upηiqσ P H0pUi,Vďn bC
ωC{Bp‚SXqq is a finite sum

ř

l vl b fldηi where vl P Vďn and fl P H0pUi,OUip‚SXqq. Then
for each b P V , noting that fl|UiXπ´1pbq can be viewed as an element of Cppηiqq, we have

σ ˚i w
ˇ

ˇ

b
“

ÿ

l

Resηi“0Yipvl, ηiqwpbq ¨ fl|UiXπ´1pbq ¨ dηi

where the RHS is the residue of an element of Wppηiqqdηi.
Now, we define the residue action of each σ P H0

`

V, π˚

`

VX b ωC{Bp‚SXq
˘˘

“

H0pCV ,VX b ωC{Bp‚SXqq on each H0pV,WXpWqq » W b OpV q to be

σ ¨ w “

N
ÿ

i“1

σ ˚i w (1.3.10)

Definition 1.3.4. Define the sheaf of coinvariants associated to X and W:

TXpWq “
WXpWq

π˚

`

VX b ωC{Bp‚SXq
˘

¨ WXpWq
.

The denominator on the RHS is the sheaf associated to the presheaf J pre
X on B defined

by

J pre
X pV q “ H0

`

CV ,VX bC{B p‚SXq
˘

¨H0pV,WXpWqq (1.3.11)

for all open V Ă B, where SpanC has been suppressed on the RHS. The dual sheaf of
TXpWq is denoted by

T ˚
X pWq “

`

TXpWq
˘˚

and called the sheaf of conformal blocks associated to X and W. An element of
H0pB,T ˚

X pWqq is called a conformal block associated to X and W.
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Remark 1.3.5. Both WXpWq and TXpWq depend on the choice of rL‚p0q on W. However,
if X admits local coordinates η‚ at ς‚pBq and if the identification WXpWq “ W bC OB via
Upη‚q is assumed, then TXpWq does not rely on the choice of rL‚p0q. In that case, when V is
C2-cofinite and W is a grading-restricted generalized VbN -module, there is no ambiguity
in talking about WXpWq,TXpWq,T ˚

X pWq.

Theorem 1.3.6. Assume that X admits local coordinates η‚ at ς‚pBq. Let V Ă B be open, and let
ϕ : WXV

pWq Ñ OV be an OV -module morphism. Assume that B is Stein. Then ϕ belongs to
H0pV,T ˚

XV
pWqq if and only if ϕ vanishes on the elements of J pre

X pBq (restricted to V ).

Proof. The direction “ñ” is obvious. Let us prove “ð”. Note that ϕ is a conformal block
iff for each b P V , ϕ vanishes on the stalk

pJ pre
X qb “ π˚

`

VX b ωC{Bp‚SXq
˘

b
¨ WXpWqb “

ď

k,lPN
π˚

`

V ďk
X b ωC{BplSXq

˘

b
¨ WXpWqb

where SpanC has been suppressed as usual. Since X admits local coordinates, we have
WXpWq » W bC OB. Therefore WXpWqb is generated by elements of H0pB,WXpWqq. Since
V ďk
X b ωC{BplSXq is a locally free OC-module (of finite rank), by Grauert’s direct image

theorem, π˚

`

V ďk
X b ωC{BplSXq

˘

is a coherent OB-module. Thus, by Cartan’s theorem A,
elements of H0

`

B, π˚

`

V ďk
X b ωC{BplSXq

˘˘

generate
`

V ďk
X b ωC{BplSXq

˘

b
. Therefore, if ϕ

vanishes on J pre
X pBq, it must vanish on pJ pre

X qb. This proves “ð”.

Remark 1.3.7. When W is a tensor product of grading-restricted V-modules, Thm. 1.3.6 is
simply [Gui23a, Thm. 6.3]. Note that in Thm. 1.3.6 we assumed the existence of η‚. This
condition is missing from [Gui23a, Thm. 6.3] and should be added. Therefore, we have
presented the proof of Thm. 1.3.6 above to illustrate how to use the existence of η‚.

The following theorem generalizes [Gui23a, Thm. 7.4]. Note that it was always as-
sumed in [Gui23a] that the base manifold has finitely many components. In particular,
[Gui23a, Thm. 7.4] assumes this condition.

Theorem 1.3.8. Assume that X is equipped with local coordinates η‚ at ς‚pBq. 6 Assume that rB
(and hence B) has finitely many connected components. Assume that V is C2-cofinite. Associate
a grading restricted VbN -module W to ς‚pBq. Then for each Stein open subset V Ă B,

WXpWqpV q

J pre
X pV q

(1.3.12)

is a finitely generated OpV q-module.

Proof. This was proved in [Gui23a, Thm. 7.4] in the special case that R “ 1, that V “ B
is Stein, and that M is a tensor product of grading-restricted V-modules. However, it is
not hard to generalize the proof of [Gui23a, Thm. 7.4] to the present case. Instead of
reproducing the proof, we highlight some key points of the proof and the adaptions that
should be made.

6Here, we do not assume that η‚ is obtained by constantly extending local coordinates of X as in Rem.
1.2.1.
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Similar to (7.2) of [Gui23a], we must show that for each E P N there exists k0 P N such
that for each k ě k0 and each b P V , we have

H1pCb,V ďE
Cb b ωCbpkSXqq “ 0 (1.3.13)

This follows from [Gui23a, Thm. 2.3], which shows that a b-dependent k0 can be chosen
to rely only on the topology of the fiber Xb, namely, the topology of Cb and the number
of elements of ς1pbq, . . . , ςN pbq in each irreducible component of Cb. Although [Gui23a,
Thm. 2.3] only deals with the case that the nodal curve Cb has at most one node (i.e.
R “ 1), the proof clearly also applies to nodal curves with arbitrary numbers of nodes
(i.e. arbitrary R). Moreover, [Gui23a, Thm. 2.3] assumes that each irreducible component
of Cb contains at least one of ς1pbq, . . . , ςN pbq. This is ensured by our assumption (1.2.2).
Now, the assumption that rB has finitely many components ensures that the fibers of X
have only finitely many different topologies. Thus, a uniform k0 for all b P V can be
found.

The generalization of [Gui23a, Thm. 7.4] to arbitrary R and Stein open V Ă B has
been addressed. The generalization of the proof of [Gui23a, Thm. 7.4] to the case that
W is not necessarily a tensor product M1 b ¨ ¨ ¨ b MN is straightforward, except that the
third paragraph of that proof (using a finiteness property of Mi due to [Gui23a, Cor. 7.3])
should be modified. The correct way to modify can be found in the proof of [GZ23, Thm.
3.4.2], a variant of Thm. 1.3.8 which deals with partial conformal blocks but concerns a
fiber Xb instead of a family X.

Corollary 1.3.9. Assume that V is C2-cofinite. Associate a grading restricted VbN -module
W to ς‚pBq. Then TXpWq is a finite type OB-module. In particular, for each b P B we have
dimTXpWq|b ă `8, and the function b P B ÞÑ dimTXpWq|b is lower semicontinuous.

Proof. Since the finite type condition can be checked locally, we may assume that X admits
local coordinates η‚ at ς‚pBq, and rB is connected and Stein. By Thm. 1.3.8, we can find
s1, . . . , sn P WXpWqpBq generating the OpBq-module WXpWqpBq{J pre

X pBq. Since WXpWq »

W bC OB, the elements of WXpWqpBq generate the OB-module TXpWq, i.e., for each b P B,
every element of the stalk TXpWqb is an OB,b-linear combination of elements of WXpWqpBq.
Thus s1, . . . , sn generate the OB-module TXpWq. This proves that TXpWq is of finite type.
The rest of the corollary follows from the following Prop. 1.3.10.

Proposition 1.3.10. Let X be a complex manifold. Let E be a finite-type OX -module. Then for
each x P X we have dimE |x ă `8, and the rank function

R : X Ñ N x ÞÑ dimE |x

is upper semicontinuous. Moreover, if R is also lower semicontinuous (and hence locally con-
stant), then E is locally free, i.e., it is a holomorphic vector bundle.

We warn the readers that in algebraic geometry, there is a similar proposition which
does not distinguish between coherent sheaves and finite type sheaves. This is because
the sheaves involved are automatically quasi-coherent and are over locally Noetherian
schemes, in which case coherence is equivalent to finite type. In our analytic setting, how-
ever, one must distinguish between coherence and finite type. Due to this subtlety, we
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provide a self-contained proof of Prop. 1.3.10 for the reader’s convenience, even though
this proposition is elementary and well-known.

Proof. Choose any x P X . Then x has a neighborhood U such that there exist s1, . . . , sn P

E pUq generating E |U (i.e. generating Ey for each y P U ). In particular, s‚ generate Ex, and
hence spans the fiber E |x. Therefore, by removing some members of s‚ we may assume
that s1|x, . . . , sn|x form a basis of E |x. So n “ dimE |x. Nakayama’s lemma implies that
s‚|x generate E |x.

Since E is of finite type, by shrinking U to a smaller neighborhood of x we can find
t1, . . . , tm P E pUq generating E |U . Since each tj |x is an OX,x-linear combination of s‚|x, by
further shrinking U , each tj is an OpUq-linear combination of s‚. Thus s‚ generate E |U . In
particular, for each y P U , s1|y, . . . , sn|y span the fiber E |y. Thus dimE |y ď n. This proves
that R is upper semicontinuous.

The above paragraph shows that we have an OU -module epimorphism φ : On
U Ñ

E |U defined by pf1, . . . , fnq ÞÑ f1s1 ` ¨ ¨ ¨ ` fnsn. Now, suppose that R is constantly n
on U . Then for each y P U , since s‚|y span E |y, they form a basis of E |y. Therefore,
if V Ă U is open and f1, . . . , fn P OpV q satisfy f1s1 ` ¨ ¨ ¨ ` fnsn “ 0 in E pV q, then
f1pyqs1|y ` ¨ ¨ ¨ ` fnpyqsn|y “ 0 in E |y. Therefore f1pyq “ ¨ ¨ ¨ “ fnpyq “ 0 for all y P V . This
proves that s‚ is a free generator of E |U . Thus E |U is free. We have thus proved that if R
is locally constant then E is locally free.

Remark 1.3.11. Assume thatR “ 0 and hence X “ rX is smooth. Recall that for each b P B,
TXb

pWq is the space of coinvariants associated to the fiber Xb. By [GZ23, Prop. 2.2.12]
(see also [Gui23a, Rem. 6.5]), the restriction map TXpWqb ÞÑ TXb

pWq descends to a linear
isomorphism

TXpWq|b
»

ÝÝÑ TXb
pWq

Thus, if V is C2-cofinite and W is a grading restricted VbN -module, then by Cor. 1.3.9, the
following three numbers are finite and equal:

dimTXpWq|b “ dimTXb
pWq “ dimT ˚

Xb
pWq ă `8

The second half of Prop. 1.3.10 immediately implies:

Lemma 1.3.12. Assume that R “ 0 and hence X “ rX is smooth. Assume that V is C2-cofinite.
Associate a grading restricted VbN -module W to ς‚pBq. Assume that the rank function

R : B Ñ N b ÞÑ dimTXpWq|b “ dimTXb
pWq “ dimT ˚

Xb
pWq

is lower semicontinuous. Then TXpWq is locally free. Hence T ˚
X pWq is also locally free.

2 Connections

2.1 Lie derivatives in sheaves of VOAs

In this section, we assume that R “ 0, and hence X “ rX is smooth (cf. Asmp. 1.2.3).
Choose a section x of ΘCp‚SXq on U , where U is an open subset of C.
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Definition 2.1.1. We say that x is fiber-preserving if for each b P B, there exists a (necessar-
ily unique) ypbq P ΘB|b such that dπpxppqq “ ypbq for every p in the fiber Ub ” π´1pbq X U .
Equivalently, in view of the map

dπ : H0
`

U,ΘCq Ñ H0pU, π˚ΘBq

induced by the OC-module morphism dπ : ΘC Ñ π˚ΘB, there exists a (necessarily unique)
y P H0pπpUq,ΘBq such that dπpxq “ π˚y.

The goal of this subsection is to define, for each fiber-preserving x, the Lie derivative
operator Lx

Lx : V ďn
X pUq Ñ V ďn

X pUq (2.1.1)

Lie derivatives play an important role in defining the connection on the sheaf of coinvari-
ants and conformal blocks.

Definition 2.1.2. Let φ : U1 Ñ U2 be a biholomorphic map, where U1, U2 are open subsets
of C and φpU1q “ U2. We say φ is fiber-preserving if φ maps each fiber of U1 onto a fiber
of U2; equivalently, φppU1qπpxqq “ pU2qπ˝φpxq for each x P U1.

Let φ : U1 Ñ U2 be a fiber-preserving biholomorphic map. With abuse of notations,
we let φ˚ denote the two pushforward maps

φ˚ : OU1

»
ÝÑ OU2 , f ÞÑ f ˝ φ´1, (2.1.2a)

φ˚ : Vďn bC OU1

»
ÝÑ Vďn bC OU2 , v ÞÑ v ˝ φ´1. (2.1.2b)

Definition 2.1.3. The pushforward Vϱpφq of φ is a sheaf equivalence determined by

Vϱpφq : V ďn
X |U1

»
ÝÑ V ďn

X |U2 ,

UϱpηqVϱpφq “ φ˚ ¨ Uϱpη ˝ φq.
(2.1.3)

In other words, the following diagram commutes:

V ďn
X |U1 V ďn

X |U2

Vďn bC OU1 Vďn bC OU2

Vϱpφq

Uϱpη˝φq Uϱpηq

φ˚

(2.1.4)

Remark 2.1.4. The pushforward Vϱpφq is independent of the choice of η. To see this,
choose another µ P OpU2q univalent on each fiber. From the description of Upϱpη|µqq after
(1.3.1), it is easy to see that, as automorphisms on Vďn bC OU1 , we have

Upϱpη ˝ φ|µ ˝ φqq “ φ´1
˚ ¨ Upϱpη|µqq ¨ φ˚

(Quick proof: if we identify U1 with U2 via φ so that φ is the identity map, then both sides
equal Upϱpη|µqq.) Equivalently,

Uϱpη ˝ φqUϱpµ ˝ φq´1 “ φ´1
˚ ¨ UϱpηqUϱpµq´1 ¨ φ˚. (2.1.5)

Then the independence of η follows from (2.1.3) and (2.1.5).
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Remark 2.1.5. Vϱ is a groupoid homomorphism. More precisely: It is clear that Vϱpidq “ 1.
Suppose that ψ : U0 Ñ U1 is another fiber-preserving biholomorphic map. From the
commutative diagrams

V ďn
X |U0 V ďn

X |U1 V ďn
X |U2

Vďn bC OU0 Vďn bC OU1 Vďn bC OU2

Vϱpψq

Uϱpη˝φ˝ψq

Vϱpφq

Uϱpη˝φq Uϱpηq

ψ˚ φ˚

we have Vϱpφ ˝ ψq “ Vϱpφq ˝ Vϱpψq. Therefore, we also have Vϱpφ´1q “ Vϱpφq´1.

Choose a section x of ΘC on U , where U is an open subset of C. We let φx be the flow
generated by the vector field x. More precisely, if we choose any open precompact V Ă U ,
we can define the φx P OTˆV pT ˆ V q, pζ, pq ÞÑ φx

ζppq satisfying

φx
0ppq “ p, (2.1.6a)

Bζφ
x
ζppq|ζ“0 ¨ Bζ “ xppq, (2.1.6b)

where T is an open subset of C containing 0. Note that (2.1.6a) implies that the pushfor-
ward Vϱpφx

0q is the identity map on V ďn
X |V . By the chain rule, (2.1.6b) is equivalent to that

for any f P OV ,

Bζpf ˝ φx
ζq|ζ“0 “ xf. (2.1.7)

It is clear that if x is fiber-perserving, then so is its flow φx
ζ . Therefore, for each ζ, the

operator Vϱpφx
ζq can be defined.

Definition 2.1.6. Let x P H0pU,ΘCq be fiber preserving. For any v P V ďn
X pUq, we define

Lxv P V ďn
X pUq as follows. For any precompact open subset V of U ,

Lxv|V :“ lim
ζÑ0

Vϱpφx
ζq

´1
`

v|φx
ζpV q

˘

´ v|V

ζ
(2.1.8)

We would like to give an explicit formula of Lxv, which will imply the convergence of
the limit (2.1.8). For that purpose, we need the following lemma.

Lemma 2.1.7. Let T be an open subset of C containing 0. Let ρ : T Ñ G, ζ ÞÑ ρζ be a holomor-
phic family of transformations satisfying ρ0pzq “ z. Then for any v P Vďn,

BζUpρζqv
ˇ

ˇ

ζ“0
“ ´BζUpρ´1

ζ qv
ˇ

ˇ

ζ“0
“

ÿ

kě1

1

k!

`

Bζρ
pkq

ζ p0q
ˇ

ˇ

ζ“0

˘

Lpk ´ 1qv (2.1.9)

where Bζρ
pkq

ζ pzq “ BkzBζρζpzq “ BζB
k
zρζpzq.

Proof. The first equality of (2.1.9) follows from Upρζq ¨ Upρζq
´1 “ id and Upρ0q “ id.

Therefore, it suffices to show that the first term equals the third term of (2.1.9). Let
c1, c2, ¨ ¨ ¨ P OCpT q such that

ρζpzq “ ρ1
ζp0q exp

´

ÿ

kě1

ckpζqzk`1Bz

¯

pzq.
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Since ρ0pzq “ z, and since c1p0q, c2p0q, . . . are uniquely determined by ρ0, we have ρ1
0p0q “

1 and c1p0q “ c2p0q “ ¨ ¨ ¨ “ 0. Clearly ρζpzq equals

ρ1
ζp0q

´

z `
ÿ

kě1

ckpζqzk`1
¯

plus some polynomials of z multiplied by at least two terms among c1pζq, c2pζq, . . . . This
observation, together with ρ1

0p0q “ 1, cip0q “ 0, implies

Bζρζpzq

ˇ

ˇ

ˇ

ζ“0
“ Bζρ

1
ζp0qz

ˇ

ˇ

ˇ

ζ“0
`

´

ÿ

kě1

Bζckp0qzk`1
¯

Therefore, when k ě 2,

1

k!
Bζρ

pkq

ζ p0q

ˇ

ˇ

ˇ

ζ“0
“ Bζck´1p0q. (‹)

Similarly, Upρζqv “ ρ1
ζp0qLp0q exp

`
ř

kě1 ckpζqLpkq
˘

v equals

ρ1
ζp0qLp0q

´

v `
ÿ

kě1

ckpζqLpkqv
¯

plus some vectors of Vďn multiplied by at least two terms among c1pζq, c2pζq, . . . , and this
sum is a finite sum. Using again ρ1

0p0q “ 1, cip0q “ 0, we obtain

BζUpρζqv|ζ“0 “ Bζρ
1
ζp0qLp0qv

ˇ

ˇ

ˇ

ζ“0
`

´

ÿ

kě1

Bζckp0qLpkqv
¯

Plugging (‹) into this formula, we obtain (2.1.9).

Remark 2.1.8. Assume the setting of Def. 2.1.6. Assume U is small enough such that there
is η P OpUq univalent on each fiber. Recall that R “ 0 and so there are no q‚-variables.
Assume that B is small enough to admit a set of coordinates τ‚ “ pτ1, . . . , τmq. Denote
τ‚ ˝ π also by τ‚ for simplicity. Then pη, τ‚q is a set of coordinates of U . By Def. 2.1.1, we
can find y P H0pπpUq,ΘBq such that pdπqpxq “ π˚y. Write

y “

m
ÿ

j“1

gjpτ‚qBτj (2.1.10)

where gj P Opτ‚pUqq. Then we can h P Oppη, τ‚qpUqq such that

x “ hpη, τ‚qBη `

m
ÿ

j“1

gjpτ‚qBτj (2.1.11)

Proposition 2.1.9. Assume the setting of Def. 2.1.6. Then the limit in (2.1.8) is convergent.
Moreover, assume the setting of Rem. 2.1.8. Set u “ Uϱpηqv, which is an element of VďnbCOpUq.
Then, in Vďn bC OpUq we have

UϱpηqLxv “ hpη, τ‚qBηu`

m
ÿ

j“1

gjpτ‚qBτju´
ÿ

kě1

1

k!
Bkηhpη, τ‚qLpk ´ 1qu (2.1.12)
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Proof. Choose any precompact open subset V of U . Let us show that the limit in
(2.1.8) converges to Uϱpηq times the RHS of (2.1.12). Choose V, φx as above. We have
v “ Uϱpηq´1u. Then

UϱpηqVϱpφx
ζq

´1
`

v
ˇ

ˇ

φx
ζpV q

˘

“ UϱpηqVϱpφx
ζq

´1Uϱpηq´1
`

u
ˇ

ˇ

φx
ζpV q

˘

(2.1.3)
ùùùùùUϱpηqUϱpη ˝ φx

ζq
´1pφx

ζq
´1
˚

`

u
ˇ

ˇ

φx
ζpV q

˘ (1.3.2)
ùùùùù Upϱpη|η ˝ φx

ζqq
`

u ˝ φx
ζ

˘ˇ

ˇ

V

It is easy to see that the derivative over ζ of the above expression at ζ “ 0 equals (2.1.12).
Indeed, the first two terms of (2.1.12) come from the derivative of u ˝ φx

ζ . We shall show
that last term comes from the derivative of Upϱpη|η ˝ φx

ζqq. We claim that for each p P U ,

Bζϱpη ˝ φx
ζ |ηqpkq

p p0q
ˇ

ˇ

ζ“0
“ Bkηhpη, τ‚q

ˇ

ˇ

p
(‹)

Then, applying Lem. 2.1.7 to the family ζ ÞÑ ϱpη ˝ φx
ζ |ηqp P G and noting ϱpη|η ˝ φx

ζq “

ϱpη ˝ φx
ζ |ηq´1, we get

BζUpϱpη|η ˝ φx
ζqq

ˇ

ˇ

ζ“0
“ ´BζUpϱpη ˝ φx

ζ |ηqq
ˇ

ˇ

ζ“0
“ ´

ÿ

kě1

1

k!
Bkηhpη, τ‚qLpk ´ 1q.

which will complete the proof.
By (1.3.4),

ϱpη ˝ φx
ζ |ηqppzq “ η ˝ φx

ζ ˝ pη, πq´1pz ` ηppq, τ‚ppqq ´ η ˝ φx
ζppq.

By (2.1.7), we have Bζpη ˝ φx
ζq

ˇ

ˇ

ζ“0
“ xη “ hpη, τ‚q, and hence

Bζϱpη ˝ φx
ζ |ηqppzq

ˇ

ˇ

ζ“0
“ hpz ` ηppq, τ‚ppqq ´ hpηppq, τ‚ppqq

Eq. (‹) follows immediately from the above equation.

In the following, we always assume the setting of Rem. 2.1.8.

Remark 2.1.10. Recall that ΘC{B is the relative tangent sheaf, cf. Def. 1.2.6. Choose any
k P Z. If φ : U1 Ñ U2 is a fiber-preserving biholomorphism, we have the pushforward
map

φ˚ : Θbk
C{B|U1 Ñ Θbk

C{B|U2

(For each b, b1 P B such that φ sends the fiber pU1qb “ U1 X π´1pbq to pU2qb1 , φ˚ restricts to
the k-th tensor product of the differential map of tangent vectors Θbk

pU1qb
Ñ Θbk

pU2qb1
) This

allows us to define the Lie derivative Lx on Θbk
C{B|U if x P H0pU,ΘCq is fiber-preserving: If

ν P Θbk
C{BpUq, then for any precompact open subset V of U we have

Lxν|V :“ lim
ζÑ0

pφx
ζq

´1
˚

`

ν|φx
ζpV q

˘

´ ν|V

ζ
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If x is written as (2.1.11), and if ν “ fBbk
η where f P OpUq, then similar to the proof of

Prop. 2.1.9, we have

Lxν “

´

hpη, τ‚qBηf `

m
ÿ

j“1

gjpτ‚qBτjf ´ k ¨ Bηhpη, τ‚q ¨ f
¯

¨ Bbk
η (2.1.13)

(This is because the change of coordinate formula for Θbk
C{B is the same as that of the

line sub-bundle of VX generated by Uϱpηqv
ˇ

ˇ

U
(for all possible open subset U Ă C and all

η P OpUq univalent on fibers) where v P V is a given vector satisfying Lp0qv “ kv and
Lp1qv “ Lp2qv “ ¨ ¨ ¨ “ 0.) Specializing to k “ ´1 and dη “ B

bp´1q
η , we obtain the formula

for the Lie derivative on ωC{B.

Remark 2.1.11. If φ : U1 Ñ U2 is a fiber-preserving biholomorphism, we have pushfor-
ward maps Vϱpφq : V ďn

X |U1

»
ÝÑ V ďn

X |U2 and (setting k “ ´1 in Rem. 2.1.10) φ˚ : ωC{B|U1

»
ÝÑ

ωC{B|U2 . Their tensor product is denoted (with abuse of notation) by

Vϱpφq : V ďn
X b ωC{B|U1

»
ÝÑ V ďn

X b ωC{B|U2 (2.1.14)

and also called the pushforward map. Therefore, if U Ă C is open and x P H0pU,ΘCq is
fiber-preserving, using the pushforward of the flow φx

ζ we can define the Lie derivative

Lx : H
0pU,V ďn

X b ωC{Bq Ñ H0pU,V ďn
X b ωC{Bq (2.1.15)

using (2.1.8). Its local expression is “the sum of the formulas (2.1.12) and (2.1.13)”: Let
v P V ďn

X b ωC{BpUq. If x is written as (2.1.11), and if the trivialization (1.3.6) sends v to

Uϱpvq “ udη

where u P Vďn bC OpUq, then in Vďn bC OpUq bC dη we have

UϱpηqLxv

“

´

hpη, τ‚qBηu`

m
ÿ

j“1

gjpτ‚qBτju´
ÿ

kě1

1

k!
Bkηhpη, τ‚qLpk ´ 1qu` Bηhpη, τ‚q ¨ u

¯

¨ dη
(2.1.16)

Remark 2.1.12. Assume that U Ă C is open and x P H0pU,ΘCp‚SXqq is fiber-preserving.
(So x can be viewed as a fiber-preserving element of ΘCpU ´ SXq with finite poles at SX.)
Then the Lie derivative in Rem. 2.1.11 gives rise to

Lx : H
0
`

U,V ďn
X b ωC{Bp‚SXq

˘

Ñ H0
`

U,V ďn
X b ωC{Bp‚SXq

˘

(2.1.17)

In fact, if we choose v P H0
`

U,V ďn
X b ωC{Bp‚SXq

˘

, then v can equivalently be viewed
as an element of H0pU ´ SX,V

ďn
X b ωC{Bq with finite poles at SX. Then Lxv belongs to

H0pU ´ SX,V
ďn
X b ωC{Bq. In the local expression (2.1.16), u and hpη, τ‚q have finite poles

at SX. Thus (2.1.16) implies that Lxv has finite poles at SX. Therefore Lxv P H0
`

U,V ďn
X b

ωC{Bp‚SXq
˘

.
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2.2 A commutator formula

In this section, we give a commutator formula, which will be used in defining the
connection ∇. As in the previous section, we assume that rX is smooth, i.e., R “ 0 (cf.
Asmp. 1.2.3). So X “ rX “ pπ : C Ñ B

ˇ

ˇς1, ¨ ¨ ¨ , ςN q.
Choose an open subset U Ă C such that there exists η P OpUq univalent on each fiber,

and that πpUq admits coordinates τ‚ “ pτ1, τ2, ¨ ¨ ¨ q. Write τ‚ ˝ π as τ‚ for simplicity. We
shall define a morphism of OCpUq-modules

L : VX b ωC{Bp‚SXqpUq Ñ EndOU
pVXp‚SXq|U q (2.2.1)

Fix the following identification

U » pη, τ‚qpUq Ă C ˆ B, η “ z as the standard coordinate of C
VX|U » V bC OU , VX b ωC{B|U » V bC ωC{B|U , via Uϱpηq “ Vϱpηq.

(2.2.2)

Choose any udz “ upz, τ‚qdz P VbC ωC{Bp‚SXqpUq, open subset V Ă U , and v “ vpz, τ‚q P

V bC OU p‚SXqpV q. Define the action of udz on v to be

Ludzv “ pLudzvqpz, τ‚q “ Resζ´z“0Y
`

upζ, τ‚q, ζ ´ z
˘

vpz, τ‚qdζ (2.2.3a)

where ζ is another distinct standard coordinate of C. By (2.2.3a), it is easy to see

Ludzv “
ÿ

ně0

1

n!
Y

`

Bnz upz, τ‚q
˘

n
vpz, τ‚q (2.2.3b)

where the sum is finite by lower truncation property. By tensoring (2.2.3) with the identity
map of ωC{B, we get

L : VX b ωC{Bp‚SXqpUq Ñ EndOU

`

VX b ωC{B p‚SXq |U
˘

(2.2.4)

whose local expression under η is

Ludzvdz “

´

Resζ´z“0Y
`

upζ, τ‚q, ζ ´ z
˘

vpz, τ‚qdζ
¯

dz

“
ÿ

ně0

1

n!
Y

`

Bnz upz, τ‚q
˘

n
vpz, τ‚qdz.

(2.2.5)

Now assume that B is small enough such that we have local coordinates η1, ¨ ¨ ¨ , ηN
at ς1pBq, ¨ ¨ ¨ , ςN pBq. Associate a finitely admissible VˆN -module W to ς‚. Fix 1 ď i ď N
and set η “ ηi. Let U “ Ui be a neighborhood of ςipBq on which ηi is defined. Fix the
identifications given in (2.2.2) and

WXpWq » W bC OB, via Upη‚q. (2.2.6)

Proposition 2.2.1. For any udz, vdz P V bC ωC{Bp‚SXqpUq and w P W bC OpBq, we have

udz ˚i pvdz ˚i wq ´ vdz ˚i pudz ˚i wq “ pLudzvdzq ˚i w. (2.2.7)
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Proof. Since residue actions can be defined fiberwise, it suffices to assume that B is a
single point. So we can suppress the symbol τ‚ and assume that U “ ηpUq is an open disk
centered at ηipxiq “ 0. Now w is a vector of W.

We view W as an admissible V-module with vertex operator Yi. Choose any w1 P W1.
By the duality property of admissible V-modules, there exists

f “ fpz, ζq P Conf2pU ´ t0uq. (2.2.8)

such that for each fixed z, the series expansions of f (with respect to ζ) near 0 and z are

αzpζq “
@

w1, Yipv, zqYipu, ζqw
D

P Cppζqq, (2.2.9a)
γzpζ ´ zq “

@

w1, YipY pu, ζ ´ zqv, zqw
D

P Cppζ ´ zqq, (2.2.9b)

and that for each fixed ζ, the series expansion of f (with respect to z) near 0 is

βζpzq “
@

w1, Yipu, ζqYipv, zqw
D

P Cppzqq. (2.2.9c)

(This is well-known when u, v are constant sections and U “ C. See [FHL93, Prop. 5.1.2]
or [Gui23b] Subsec. 7.13 and 9.4.)

Choose circles C1, C2, C3 Ă U centered at 0 with radii r1, r2, r3 respectively satisfying
r1 ă r2 ă r3. For each z P C2, choose a circle Cpzq centered at z with radius less than
r2 ´ r1 and r3 ´ r2. Then by Cauchy’s theorem in complex analysis, for each fixed z P C2,

¿

C1

fpz, ζq
dζ

2πi
`

¿

Cpzq

fpz, ζq
dζ

2πi
“

¿

C3

fpz, ζq
dζ

2πi
. (2.2.10)

Note that
@

w1, vdz ˚i pudz ˚i wq
D (2.2.9a)

ùùùùùù Resz“0pResζ“0αzpζqdζqdz “

¿

C2

´

¿

C1

fpz, ζq
dζ

2πi

¯ dz

2πi

@

w1, udz ˚i pvdz ˚i wq
D (2.2.9c)

ùùùùùù Resζ“0pResz“0αzpζqdζqdz “

¿

C3

´

¿

C2

fpz, ζq
dz

2πi

¯ dζ

2πi

“

¿

C2

´

¿

C3

fpz, ζq
dζ

2πi

¯ dz

2πi

@

w1, pLudzvdzq ˚i w
D (2.2.9b)

ùùùùùù Resz“0pResζ´zγzpζ ´ zqdζqdz “

¿

C2

´

¿

Cpzq

fpz, ζq
dζ

2πi

¯ dz

2πi
.

These identities, together with
ű

C2
(2.2.10) dz2πi “ 0, prove

@

w1, udz ˚i pvdz ˚i wq
D

´
@

w1, vdz ˚i pudz ˚i wq
D

“
@

w1, pLudzvdzq ˚i w
D

. (2.2.11)

Since (2.2.11) holds for all w1 P W1, we get (2.2.7).

Remark 2.2.2. If U1, ¨ ¨ ¨ , UN are disjoint neighborhoods of ς1pBq, ¨ ¨ ¨ , ςN pBq and σ P

H0
`

U1 Y ¨ ¨ ¨ Y UN ,VX b ωC{Bp‚SXq
˘

, Prop. 2.2.1 tells us

σ ¨ pudz ˚i wq ´ udz ˚i pσ ¨ wq “ pLσudzq ˚i w, (2.2.12)

where Lσudz is understood as Lσ|Ui
pudzq. It is because ˚i commutes with ˚j when i ‰ j.
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The following lemma is also useful when defining connections.

Lemma 2.2.3. For any vdz P V bC ωC{Bp‚SXqpUq and w P W bC OpBq,
`

pBz ` Lp´1qqvdz
˘

˚i w “ 0. (2.2.13)

where the partial derivative Bz is assumed to be perpendicular to dπ.

Proof. It follows from

BzYipv, zq “ YipBzv, zq ` YipLp´1qv, zq

and ReszBzp¨ ¨ ¨ q ¨ dz “ 0.

2.3 The differential operators ∇y

Recall (1.2.17) that ∆ Ă B is the discriminant locus of B.

Definition 2.3.1. Let E be an OB-module. Let y P ΘBpBq. A differential operator ∇y on
E denotes a sheaf map E Ñ E satisfying the Leibniz rule. In other words, for each open
U Ă B we have a map ∇y : E pUq Ñ E pUq satisfying ∇ypfsq “ pyfq ¨ s ` f ¨ ∇ys for each
f P OpUq and s P E pUq. Moreover, if V Ă U is open, then ∇yps|V q “ p∇ysq|V .

If ∇y is a differential operator on E , then we also have a differential operator on E _,
called the dual differential operator and also denoted by ∇y, defined by

x∇yφ, sy “ y xφ, sy ´ xφ,∇ysy (2.3.1)

where φ P E _pUq “ HomOU
pEU ,OU q, y P ΘpUq and s P EU .

A connection (resp. logarithmic connection) ∇ on E associates to each open U Ă B
and each y P ΘBpUq (resp. each y P ΘBp´ log∆qpUq) a differential operator ∇y on E |U

satisfying ∇y|V “ ∇y|V
for each open V Ă U , and ∇fy “ f∇y for each f P OpUq.

The goal of this section is to define a logarithmic connection ∇ on W pWq, and show
that it descends to a connection on the sheaf of coinvariants TXpWq|B´∆. The connec-
tion ∇ on W pWq is important for our later proof of the convergence of sewing conformal
blocks. The definition of ∇ on W pWq is well-known, cf. [TUY89, FBZ04, DGT21]. How-
ever, our (differential geometric) proof that ∇ descends to TXpWq|B´∆ is new and, in
particular, differs from the algebraic proof in [FBZ04].

Assumption 2.3.2. Throughout this section, we make the following assumptions.

(1) We assume that rX “ (1.2.1) has local coordinates η1, ¨ ¨ ¨ , ηN at the marked points
ς1p rBq, ¨ ¨ ¨ , ςN p rBq where each ηi is defined on a neighborhood rUi of ςip rBq. We assume
that rU1, . . . , rUN , V

1
1 , . . . , V

1
R, V

2
1 , . . . , V

2
R are mutually disjoint. By constant extension,

ηi becomes local coordinates of X at the marked point ςipBq defined on Ui “ rUi ˆ

Dr‚ρ‚ , cf. Rem. 1.2.1.

(2) We do not assume that rB has a set of coordinates. However, if a set of coordinates
τ‚ “ pτ1, ¨ ¨ ¨ , τmq : rB Ñ Cm has been chosen, by abuse of notations, we write
pq‚, τ‚q “ pq‚, τ‚q ˝ π for simplicity. So pηi, q‚, τ‚q becomes a set of coordinate of Ui.
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2.3.1 The action of ∇y on WXpWq

The map dπ : ΘCp´ log C∆q Ñ π˚ΘBp´ log∆q (cf. (1.2.26)) gives rise to a map

H0
`

C,ΘCp´ log C∆ ` ‚SXq
˘ dπ

ÝÝÑ H0
`

C, π˚ΘBp´ log∆qp‚SXq
˘

(2.3.2)

Choose y P H0
`

B,ΘBp´ log∆q
˘

. Its pullback π˚y is in H0
`

C, π˚ΘBp´ log∆q
˘

and hence
in H0

`

C, π˚ΘBp´ log∆qp‚SXq
˘

.

Definition 2.3.3. We say that ry P H0
`

C,ΘCp´ log C∆ ` ‚SXq
˘

is a lift of y if it is sent by
(2.3.2) to π˚y.

Remark 2.3.4. Suppose that rB is a Stein manifold (and hence B is Stein). Then any y has
a lift. This is because (1.2.26) gives rise to a short exact sequence

0 Ñ H0
`

B, π˚ΘC{Bp‚SXq
˘

ÑH0
`

B, π˚ΘCp´ log C∆ ` ‚SXq
˘

dπ
ÝÑH0

`

B, π˚

`

π˚ΘBp´ log∆qp‚SXq
˘˘

Ñ 0.

namely, a short exact sequence

0 Ñ H0
`

C,ΘC{Bp‚SXq
˘

ÑH0
`

C,ΘCp´ log C∆ ` ‚SXq
˘

dπ
ÝÑH0

`

C, π˚ΘBp´ log∆qp‚SXq
˘

Ñ 0
(2.3.3)

See [Gui23a, Sec. 11] the paragraph around (11.3).

Choose

y P H0pB,ΘBp´ log∆qq with a lift ry P H0
`

C,ΘCp´ log C∆ ` ‚SXq
˘

We shall define a differential operator ∇y on W pWq.
First consider the special case that rB has coordinates τ‚ as in Asmp. 2.3.2-(2). Then Ui

has a set of coordinates pηi, q‚, τ‚q. Write

y “

m
ÿ

j“1

gjpq‚, τ‚qBτj `

R
ÿ

r“1

frpq‚, τ‚qBqr . (2.3.4)

where gj , fr P Oppq‚, τ‚qpBqq. Then we can find hi P Oppηi, q‚, τ‚qpUi ´ SXqq such that

ry|Ui “ hipηi, q‚, τ‚qBηi `

m
ÿ

j“1

gjpq‚, τ‚qBτj `

R
ÿ

r“1

frpq‚, τ‚qBqr , (2.3.5)

where ηki hipηi, q‚, τ‚q is holomorphic on Ui for some k P N. Recall that c is the conformal
vector. Define

νpryq P H0pU1 Y ¨ ¨ ¨ Y UN ,VX b ωC{Bp‚SXqq

Uϱpηiqνpryq|Ui “ hipηi, q‚, τ‚qcdηi
(2.3.6)
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Remark 2.3.5. It is easy to see that the definition of νpryq is independent of the coordi-
nates τ‚ of rB. Thus, νpryq can be defined globally if rB does not have a set of coordinates.
Therefore, in the following, we do not assume that rB has a set of coordinates τ‚.

Definition 2.3.6. Identify

WXpWq “ W bC OB via Upη‚q. (2.3.7)

The differential operator ∇y∇y∇y : WXpWq Ñ WXpWq (which replies on ry and η‚) is defined as
follows. For each open V Ă B and w P W bC OpV q,

∇yw “ ypwq ´ νpryq ¨ w (2.3.8)

where νpryq ¨ w is the residue action of νpryq on w (Subsec. 1.3.2). In particular, ∇y restricts
to a differential operator on WXpWq|B´∆.

Definition 2.3.7. Assume that rB has a set of coordinates pτ1, . . . , τmq. Recall that
qiBq1 , . . . , qRBqR , Bτ1 , . . . , Bτm are a set of free generators of ΘBp´ logp∆qq (cf. Def. 1.2.4).
Assume that each of them has a lift so that we have differential operators

∇q1Bq1
, ¨ ¨ ¨ ,∇qRBqR

,∇Bτ1
, ¨ ¨ ¨ ,∇Bτm

(This is true e.g. when rB is Stein, cf. Rem. 2.3.4.) We define the logarithmic connection
∇∇∇ on WXpWqWXpWqWXpWq to be the unique one extending the above differential operators. It clearly
restricts to a connection on WXpWq|B´∆.

2.3.2 Descending ∇ to TXpWq

Theorem 2.3.8. Choose y P H0pB,ΘBp´ log∆qq with a lift ry. Then the restriction of ∇y to
WXpWq|B´∆ descends to a differential operator on TXpWq|B´∆.

It follows that in the setting of Def. 2.3.7, ∇ descends to a connection on TXpWq|B´∆.

Proof. Since X is smooth outside ∆, by replacing rX with X|B´∆, it suffices to assume that
R “ 0 and hence X “ rX. (In particular, ∆ “ H.) So there are no q‚-variables. Assume the
identification (2.3.7). Choose an open subset V Ă B, a section w P W b OpV q and

v P π˚

`

VX b ωC{Bp‚SXq
˘

pV q “ H0
`

CV ,VX b ωC{Bp‚SXq
˘

.

Let us show that r∇y, vs “ L
ryv when acting on w, i.e.,

∇ypv ¨ wq “ v ¨ ∇yw ` L
ryv ¨ w. (2.3.9)

Then, since L
ryv belongs to H0

`

CV ,VX bωC{Bp‚SXq
˘

(cf. Rem. 2.1.12), ∇y preserves the de-
nominator sheaf π˚

`

VX b ωC{Bp‚SXq
˘

¨ WXpWq in the definition of TXpWq (cf. Def. 1.3.4).
Then the theorem clearly follows.

It suffices to prove the theorem locally with respect to B. Therefore, we assume that B
admits coordinates τ‚, and that B “ V . Make the following identifications via Uϱpηiq:

VX|Ui “ V bC OUi VX b ωC{B|Ui “ V bC OUidηi
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So v|Ui “ uidηi for some ui P V bC OUip‚SXqpUiq. By (2.3.4), (2.3.5), and R “ 0, we have

y “

m
ÿ

j“1

gjBτj ry|Ui “ hiBηi `

m
ÿ

j“1

gjBτj

where we have abbreviated gjpτ‚q to gj and hipηi, τ‚q to hi. Then by (2.3.8),

∇ypv ˚i wq “ ∇ypuidηi ˚i wq “
ÿ

j

gjBτj puidηi ˚i wq ´ νpryq ¨ ppuidηiq ˚i wq

(2.2.12)
ùùùùùù

ÿ

j

gj
`

pBτjuiqdηi ˚i w
˘

`
ÿ

j

gj
`

puidηiq ˚i pBτjwq
˘

´ uidηi ˚i pνpryq ¨ wq ´ pLνpryquidηiq ˚i w

“v ˚i ∇yw `
ÿ

j

gj
`

pBτjuiqdηi ˚i w
˘

´ pLνpryquidηiq ˚i w (2.3.11)

where v ˚i∇yw “ puidηiq ˚i (2.3.8) equals the sum of the second and the third terms of the
second last expression of (2.3.11). We claim that

pL
ryuidηiq ˚i w “

ÿ

j

gj
`

pBτjuiqdηi ˚i w
˘

´ pLνpryquidηiq ˚i w. (2.3.12)

where L
ryuidηi is the Lie derivative of uidηi, cf. Rem. 2.1.11. If (2.3.12) can be proved, then

(2.3.9) follows immediately by summing up (2.3.11) over all 1 ď i ď N .
By (2.3.6), we have νpryq|Ui “ hicdηi. Thus, by (2.2.5),

Lνpryquidηi “
ÿ

kě0

1

k!
Bkηihi ¨ Lpk ´ 1q ¨ uidηi.

Now (2.1.16) reads

L
rypuidηiq “ hiBηiuidηi `

m
ÿ

j“1

gjBτjuidηi ´
ÿ

kě1

1

k!
Bkηihi ¨ Lpk ´ 1quidηi ` Bηihi ¨ uidηi

So Lνpryquidηi ` L
ryuidηi equals

`

Lp´1q ` Bηi

˘

phiuqdηi `

m
ÿ

j“1

gjBτjuidηi

This, together with Lem. 2.2.3, proves (2.3.12).

Remark 2.3.9. Assume that R “ 0. Suppose that B is Stein (so that the lift ry always exists)
and have a set of coordinates τ‚, the differential operator ∇y relies on the lift ry and the
local coordinates η‚. Thus, the connection ∇ on TXpWq defined by Def. 2.3.7 relies not
only on the lifts and on η‚, but also on the coordinates τ‚ (since ∇ relies on the choice of
free generators Bτ1 , . . . , Bτm of ΘB).
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2.4 Dependence of ∇y on the lift ry

In this section, we assume that R “ 0. Hence X “ rX and ∆ “ H. We assume Asmp.
2.3.2. (In particular, the local coordinates η‚ of X are chosen.)

Suppose that y P H0pB,ΘBq has two lifts ry,ry1 P H0pC,ΘCp‚SXqq. Then r0 :“ ry1 ´ ry1 is a
lift of the zero vector field 0. Since r0 is tangent to dπ, we have

r0 P H0pC,ΘC{Bp‚SXqq

(This also follows from (2.3.3) if B is Stein. Hence it holds for general B by gluing local
data.) Conversely, if ry is a lift of y, and if r0 P H0pC,ΘC{Bp‚SXqq, then ry1 :“ ry ` r0 is clearly
also a lift of y. Therefore, to study the dependence of ∇y on the lift, it suffices to study the
action of H0pC,ΘC{Bp‚SXqq on TXpWq.

Definition 2.4.1. Choose an open subset U Ă C and η P OpUq univalent on each fiber. If
f P OpUq satisfies that Bηf is nowhere zero, then the Schwarzian derivative of f over η
is defined to be

Sηf “
B3
ηf

Bηf
´

3

2

´B2
ηf

Bηf

¯2
(2.4.1)

where the partial derivative Bη is defined with respect to pη, πq, i.e., it is annihilated by dπ
and restricts to d{dη on each fiber.

Definition 2.4.2. An open cover pUα, ηαqαPA of C, where each open set Uα is equipped
with a holomorphic function ηα P OpUαq univalent on each fiber, is called a projective
chart if for any α, β P A, we have Sηβηα “ 0 on Uα X Uβ . Two projective charts are called
equivalent if their union is a projective chart. A maximal projective atla (equivalently, an
equivalence class of projective charts) is called a projective structure.

Theorem 2.4.3. Suppose that B is Stein. Then X has at least one projective structure.

Proof. See [Gui23a, Thm. B.2].

Definition 2.4.4. Let P be a projective chart on X. Choose an open subset U Ă C and
η P OpUq univalent on each fiber. One can check that for each pV, µq, pW, νq P P we have
Sηµ “ Sην on U X V XW . (See [Gui23a, Rem. 8.3].) Thus there is a unique

SηP P OpUq

such that SηP|UXV “ Sηµ|UXV for each pV, µq P P.

Recall that c is the central charge of V.

Theorem 2.4.5. Suppose that X has a projective structure P. Choose an element r0 P

H0
`

B, π˚ΘC{Bp‚SXq
˘

. Let ai P H0pUi,OCp‚SXqq such that

r0|Ui “ aiBηi (2.4.2)

Then the action of νpr0q on WXpWqpBq{J pre
X pBq equals the multiplication by #pr0q P OpBq where

#pr0q :“
c

12

N
ÿ

i“1

Resηi“0SηiP ¨ aidηi (2.4.3)
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Note that νpr0q P H0pU1 Y ¨ ¨ ¨ Y UN ,VX b ωC{Bp‚SXqq is defined by (2.3.6), i.e.,
Uϱpηiqνpr0q|Ui “ aicdηi. So it relies on η‚.

Proof. When W is a tensor product of V-modules, this theorem was proved in [Gui23a,
Prop. 9.2]. The same argument applies to the current general case.

Definition 2.4.6. We say that the local coordinates η1, ¨ ¨ ¨ , ηN of X admit a projective
structure of X if there is a projective structure containing pU1, η1q, ¨ ¨ ¨ , pUN , ηN q.

Corollary 2.4.7. Assume that η1, ¨ ¨ ¨ , ηN admit a projective structure of X. Then for each y P

H0pB,ΘBq having a lift, the differential operator ∇y is independent of the choice of lifts when
acting of TXpWq.

Proof. This is clear from Thm. 2.4.5 and the discussion at the beginning of this section.

Corollary 2.4.8. Assume that η1, ¨ ¨ ¨ , ηN admit a projective structure of X. Then there is a
connection ∇ on TXpWq such that for each open V Ă B, and for each y P H0pV,ΘBq with lift
ry P H0pCV ,ΘCp‚SXqq, ∇y is the differential operator on TXpWq|V defined as in Def. 2.3.6.

Proof. Choose any Stein open set W Ă B admitting a set of coordinates τ‚. We can use
Def. 2.3.7 and Thm. 2.3.8 to define a connection ∇W on TXpWq|W (by first defining the
differential operator ∇W

Bτi
for each i using a lift ĂBτi). Now, if y “

ř

i giBτi P H0pW,ΘBq

(where gi P OpW q), then ∇W
y is clearly equal to the differential operator defined by the

lift
ř

i gi
ĂBτi . Therefore, by Cor. 2.4.7, ∇W

y is also equal to the differential operator ∇y

defined by any other lift ry. Thus, if for any other Stein open set W 1 with coordinates we
define ∇W 1

in a similar way, then ∇W “ ∇W 1

on W X W 1. Therefore, by gluing these
locally defined connections, we get a (global) connection on TXpWq satisfying the desired
requirement.

2.5 Curvature and projective flatness

Assume again that R “ 0. Assume Asmp. 2.3.2. Assume that B “ rB has a set of
coordinates τ‚ “ pτ1, . . . , τmq.

Our goal in this section is to calculate the curvature of the connections constructed in
Sec. 2.3. Choose y, z P H0pB,ΘBq admitting lifts ry,rz. Then ∇y and ∇z are defined in terms
of these lifts and η‚. Then rry,rzs gives a lift of ry, zs (cf. (2.5.3)). We use this lift (together
with η‚) to define ∇ry,zs as in (2.3.8). Our goal is to calculate the curvature

Rpy, zq “ ∇y∇z ´ ∇z∇y ´ ∇ry,zs

on TXpWq and on T ˚
X pWq. (Note that ∇y on T ˚

X pWq is defined by the dual differential
operator of ∇y on TXpWq, cf. Def. 2.3.1.)

On Ui we can write the lifts in the form of (2.3.5), namely

ry|Ui “ hipηi, τ‚qBηi `
ÿ

j

gjpτ‚qBτj (2.5.1a)

rz|Ui “ kipηi, τ‚qBηi `
ÿ

j

ljpτ‚qBτj (2.5.1b)
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since there are no variables q1, . . . , qR. Thus y “
ř

j gjpτ‚qBτj and z “
ř

j ljpτ‚qBτj .
The following formula for Rpy, zq is essentially Prop. 4.2.2-(2) of Ueno’s monograph

[Uen97] in the setting of affine Lie algebras. (See also Prop. 4.6 of [Uen08].) We pro-
vide detailed calculations for the reader’s convenience. (They will also help the reader
understand how the geometric setting in [Uen97] and [Uen08] matches ours.)

Theorem 2.5.1. Let f P OpBq be

f “ ´
c

12

N
ÿ

i“1

`

Resηi“0B3
ηihipηi, τ‚q ¨ kipηi, τ‚qdηi

˘

. (2.5.2)

Then we haveRpy, zq “ ´f on WXpWq and hence on TXpWq. Consequently, we haveRpy, zq “ f
on T ˚

X pWq.

Proof. Let Y,Z P H0p
Ť

i Ui,ΘCq be defined by Y “
ř

j gjpτ‚qBτj and Z “
ř

j ljpτ‚qBτj .
Thus Y and y (resp. Z and z) are different elements although they have the same expres-
sion due to our convention of abbreviating τj ˝ π to τj . Now (2.5.1) reads

ry|Ui “ hipηi, τ‚qBηi ` Y |Ui
rz|Ui “ kipηi, τ‚qBηi ` Z|Ui (¸)

(Thus, although y and Y have the same expression, Y is an element of H0p
Ť

i Ui,ΘCq

and is not the same as y. Similarly, z P H0p
Ť

i Ui,ΘCq.) By (2.3.8), we have ∇ys “ ys ´
ř

iphicdηiq ˚i s and ∇zs “ zs´
ř

ipkicdηiq ˚i s. So

∇y∇zs “ yzs´ y
ÿ

i

pkicdηiq ˚i s´
ÿ

i

phicdηiq ˚i zs`
ÿ

i,j

phicdηiq ˚i pkjcdηjq ˚j s

∇z∇ys “ zys´ z
ÿ

i

phicdηiq ˚i s´
ÿ

i

pkicdηiq ˚i ys`
ÿ

i,j

pkjcdηjq ˚j phicdηiq ˚i s

Since Y,Z are orthogonal to dηi, we have

y
`

pkicdηiq ˚i s
˘

´ pkicdηiq ˚i ys “ ppY kiqcdηiq ˚i s

z
`

phicdηiq ˚i s
˘

´ phicdηiq ˚i zs “ ppZkiqcdηiq ˚i s

Clearly, if i ‰ j, the ˚i-action of hicdηi and the ˚j-action on kjcdηj on s commute. By
Prop. 2.2.1, the ˚i-action of rhicdηi, kicdηis on TXpWq equals that of

rhicdηi, kicdηis “ Lhicdηikicdηi
(2.2.5)

ùùùùù
ÿ

ně0

1

n!
pBnηihiqkiLpn´ 1qcdηi

“ hikiLp´1qcdηi ` 2pBηihiqkicdηi `
c

12
pB3
ηihiqki1dηi.

since Lp0qc “ 2c, Lp1qc “ 0, Lp2qc “ Lp2qLp´2q1 “ 1
2c. By Lem. 2.2.3, the action of the

above expression equals that of

´Bηiphikiqcdηi ` 2pBηihiqkicdηi `
c

12
pB3
ηihiqki1dηi

“ pBηihiqkicdηi ´ hipBηikiqcdηi `
c

12
pB3
ηihiqki1dηi
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Summing up the above calculations, we get

r∇y,∇zss “ry, zss´
ÿ

i

ppY kiqcdηiq ˚i s`
ÿ

i

ppZhiqcdηiq ˚i s

`
ÿ

i

ppBηihiqkicdηiq ˚i s´
ÿ

i

phipBηikiqcdηiq ˚i s´ fs
(‹)

On the other hand, by (¸), the local expression of rry,rzs on Ui equals

rry,rzs|Ui “ phiBηiki ´ kiBηihi ` Y ki ´ ZhiqBηi ` rY, Zs|Ui (2.5.3)

Now, applying (2.3.8) to ry, zs and its lift rry,rzs, we have (due to (2.5.3))

∇ry,zss “ ry, zss´
ÿ

i

`

phiBηiki ´ kiBηihi ` Y ki ´ Zhiqcdηi
˘

˚i s

which equals (‹) ` fs. Therefore Rpy, zqs “ ´fs.

3 Convergence of Virasoro uniformization and local freeness

Throughout this chapter, we always assume that V is C2-cofinite, and W is a grading
restricted VbN -module (equivalently, a finitely admissible VˆN -module) associated to the
marked points ς‚pBq. We assume R “ 0 so that X “ rX “ pπ : C Ñ B|ς1, . . . , ςN q is smooth.

3.1 Convergence of formal parallel transports

In this section, we fix 0 ă r ď `8 and Dr “ tz P C : |z| ă ru, and assume that

B “ Dr ˆ B0

where B0 is a complex manifold. Assume that X is equipped with local coordinates, i.e.

X “ pπ : C Ñ B|ς1, . . . , ςN ; η1, . . . , ηN q ηi P OpUiq

where U1, . . . , UN are mutually disjoint neighborhoods of ς1pBq, . . . , ςN pBq.
Let C0 “ π´1pt0u ˆ B0q so that

X0 “ pπ0 : C0 Ñ B0|σ1, . . . , σN ;µ1, . . . , µN q (3.1.1)

a family of N -pointed compact Riemann surfaces with local coordinates. Here, σi, µi are
the restrictions of ςi, ηi to X0. Similarly, π0 is the restriction of π.

We always let q be the standard coordinate of Dr. Assume that B0 has a set of coordi-
nates τ1, . . . , τm. By constant extension, pq, τ‚q “ pq, τ1, . . . , τmq is a set of coordinates of
B, i.e., it maps B biholomorphically to an open subset of Cm`1. As usual, we abbreviate
τj ˝ rπ and τj ˝ π to τj when no confusion arises. Fix identifications

WX0pWq “ W bC OB0 via Upµ‚q WXpWq “ W bC OB via Upη‚q
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Now Bq is an element of H0pDr,ΘDrq. By constant extension, Bq becomes an element
of H0pB,ΘBq. Suppose that

Bq has a lift x P H0pC,ΘCp‚SXqq (3.1.2)

(Recall Rem. 2.3.4 that the existence of x is automatic when B is Stein.) By (2.3.5), we can
find hi P Oppηi, q, τ‚qpUi ´ SXqq such that

x|Ui “ hipηi, q, τ‚qBηi ` Bq (3.1.3)

So hi has finite poles at ηi “ 0. The differential operator ∇Bq on WXpWq is defined by the
lift x as in Def. 2.3.6. Write

hipηi, q, τ‚q “
ÿ

kPZ
hi,kpq, τ‚qηki where hi,k P Oppq, τ‚qpBqq

noting that hi,k “ 0 for sufficiently negative k. Then for each w P W bC OpBq we have

∇Bqw “ Bqw ´Apq, τ‚qw P W bC OpBq (3.1.4a)

where

Apq, τ‚qw “

N
ÿ

i“1

ÿ

kPZ
hi,kpq, τ‚qLipk ´ 1qw P W bC OpBq (3.1.4b)

Note that RHS of (3.1.4b) is a finite sum. We write

Apq, τ‚qw “
ÿ

nPN
Anpτ‚qw ¨ qn

where Anpτ‚qw P W bC OpB0q.

Remark 3.1.1. Recall from [GZ23, Prop. 2.2.14] that we have an explicit description for
conformal blocks associated to X: An element ϕ P H0pB,T ˚

X pWqq is precisely an OB-
module morphism ϕ : W bC OB Ñ OB such that ϕ|b P T ˚

Xb
pWq for each b P B.

Note that a morphism ψ : W bC OB Ñ OB (i.e., an element ψ P H0pB, pW bC OBq˚q)
is determined by its values ψpwq at the constant sections w P W. Thus, a morphism
W bC OB Ñ OB is equivalent to a linear map W Ñ OpBq, and is also equivalent to an
OpBq-module morphism W bC OpBq Ñ OpBq. Therefore:

• An element ϕ P H0pB,T ˚
X pWqq is equivalently a linear map W Ñ OpBq such that

ϕp¨q|b P T ˚
Xb

pWq for each b P B.

A similar description holds for conformal blocks associated to X0.

We shall always view W as a subspace of W bC OpBq by identifying w with w b 1.

Definition 3.1.2. Fix an element ϕ0 P H0pB0,T ˚
X0

pWqq, viewed as a linear map W Ñ

OpB0q. The formal parallel transport of ϕ0 (with respect to the lift x, cf. (3.1.2)) is the
linear map

ϕ : W Ñ OpB0qrrqss

39



extended OpB0qrrqss-linearly to

ϕ : W bC OpB0qrrqss Ñ OpB0qrrqss (3.1.5)

such that for each w P W we have

Bqϕpwq “ ´ϕpApq, τ‚qwq ϕpwq
ˇ

ˇ

q“0
“ ϕ0pwq (3.1.6)

where Apq, τ‚qw “ (3.1.4b).

Remark 3.1.3. By Def. 2.3.1, the first relation of (3.1.6) simply says for each w P W that

Bqϕpwq “ ϕp∇Bqwq (3.1.7)

By Leibniz’s rule, (3.1.7) also holds when w P W b OpBq Ă W b OpB0qrrqss. So

p∇Bqϕqpwq “ 0

for all w P W b OpBq, justifying the name “formal parallel transport”.

Remark 3.1.4. Formal parallel transports always exist and are unique. To see this, we
write any linear map ϕ : W Ñ OpB0qrrqss as

ϕpwq “
ÿ

nPN

pϕnpwqqn

where pϕn : W Ñ OpB0q is linear, extended OpB0q-linearly to a linear map

pϕn : W bC OpB0q Ñ OpB0q

Then condition (3.1.6) is equivalent to the following relations in OpB0q:

npϕnpwq “ ´

n´1
ÿ

l“0

pϕl
`

An´l´1pτ‚qw
˘

pif n ě 1q, pϕ0pwq “ ϕ0pwq (3.1.8)

The existence and uniqueness of ppϕnqnPN satisfying (3.1.8) is clear.

Example 3.1.5. In Rem. 3.1.4, if each hipηi, q, τ‚q is independent of q (and hence can be
written as hipηi, τ‚q “

ř

kPZ hi,kpτ‚q), then (3.1.6) can be solved by

ϕpwq “ ϕ0

`

e´qApτ‚qw
˘

where Apτ‚q “

N
ÿ

i“1

ÿ

kPZ
hi,kpτ‚qLipk ´ 1q (3.1.9)

Lemma 3.1.6. Let ϕ0 P H0pB0,T ˚
X0

pWqq. Then the formal parallel transport ϕ is a for-
mal conformal block associated to X and W, namely, viewed as a map (3.1.5), ϕ vanishes on
J pre

X pBq “ (1.3.11).
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Proof. Choose w P J pre
X pBq Ă W b OpBq. By Rem. 3.1.3 we have

ϕpwq “
ÿ

nPN

qn

n!
Bnqϕpwq

ˇ

ˇ

q“0
“

ÿ

nPN

qn

n!
ϕp∇n

Bq
wq

ˇ

ˇ

q“0

By the proof of Thm. 2.3.8 (more precisely, by (2.3.9)), ∇n
Bq
w P J pre

X pBq for all n P N.
Thus ∇n

Bq
w

ˇ

ˇ

q“0
P J pre

X0
pB0q. Since ϕ0 is a conformal block for X0 and hence vanishes on

J pre
X0

pB0q, we have ϕp∇n
Bq
wq

ˇ

ˇ

q“0
“ ϕ0

`

∇n
Bq
w

ˇ

ˇ

q“0

˘

“ 0. So ϕpwq “ 0.

Theorem 3.1.7. Let ϕ0 P H0pB0,T ˚
X0

pWqq with formal parallel transport ϕ. Then for each
w P W, the formal power series ϕpwq P OpB0qrrqss converges a.l.u. on DrˆB0 “ B. This defines
a linear map ϕ : W Ñ OpBq. Moreover, ϕ belongs to H0pB,T ˚

X pWqq.

Proof. Since the properties to be proved can be checked locally (with respect to B0), by
shrinking B0, we assume that B0 is Stein and connected. So B is also Stein and connected.
Therefore, by Thm. 1.3.8, we can find finitely many elements s1, s2, ¨ ¨ ¨ P WbOpBq gener-
ating WbOpBq mod J pre

X pBq. Fix µ‚ P CN such that s1, s2, ¨ ¨ ¨ P Wrďµ‚sbOpBq. Since each
si is an OpBq-linear combination of elements of Wrďµ‚s, one has that Wrďµ‚s generates the
OpBq-module W b OpBq mod J pre

X pBq.
Choose any λ‚ ě µ‚. Since W is grading-restricted and VbN is C2-cofinite, Wrďλ‚s

is finite dimensional. Let pejqjPJ be a (finite) basis of Wrďλ‚s. By Rem. 3.1.3, we have
Bqϕpeiq “ ϕp∇Bqeiq. Since Wrďλ‚s generates W b OpBq mod J pre

X pBq, we can find Ωi,j P

OpBq such that

∇Bqei “
ÿ

jPJ

Ωi,jej mod J pre
X pBq (3.1.10)

for all i, j P J . Thus, by Lem. 3.1.6,

Bqϕpeiq “ ϕp∇Bqeiq “
ÿ

jPJ

Ωi,jϕpejq. (3.1.11)

By (3.1.11), as an element of OpB0qrrqssJ , f :“ ‘jPJϕpejq is a formal solution of the differ-
ential equation Bqf “ Ωf where Ω is a CJˆJ -valued holomorphic function on B. There-
fore, by [Gui23a, Thm. A.1], ϕpwq converges a.l.u. on B whenever w “ ei, and hence
whenever w P Wrďλ‚s. Since λ‚ ě µ‚ is arbitrary, ϕpwq converges a.l.u. for all w P W.

By OB-linear extension, we can viewϕ as an OB-module morphismϕ : WbOB Ñ OB
(cf. Rem. 3.1.1). By Lem. 3.1.6, ϕ vanishes on J pre

X pBq. Therefore, by Thm. 1.3.6, ϕ is a
conformal block associated to X and W.

3.2 Virasoro uniformization by non-autonomous flows

In this section, we explain how Thm. 3.1.7 can be interpreted from the perspective
of Virasoro uniformization. The material of this section will not be used elsewhere in
the series of papers. However, it might have potential applications in the future. It also
provides a differential geometric background for the construction of ∇ on T ˚

X pWq compa-
rable to the algebraic geometric background in [FBZ04] Sec. 17.3 (especially Rem. 17.3.3).
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An open annulus denotes a set of the form tz P C : r1 ă |z| ă r2u where 0 ă r1 ă r2.
For each r ą 0 we let rS1 “ tz P C : |z| “ ru. Consider a family of N -pointed compact
Riemann surfaces with local coordinates

X0 “ pπ0 : C0 Ñ B0|σ1, . . . , σN ;µ1, . . . , µN q

where B0 is a connected open subset of Cm with standard coordinates τ‚ “ pτ1, . . . , τmq.
We abbreviate τj ˝π0 to τj as usual. Let U1,0, . . . , UN,0 be mutually disjoint neighborhoods
of σ1pB0q . . . , σN pB0q such that µi P OpUi,0q, and that

pµi, τ‚qpUi,0q “ Dpi ˆ B0

for some p1, . . . , pN ą 0.
Fix r ą 0 and

B “ Dr ˆ B0

For each i, choose a Laurent series in OpBqppzqq:

hipz, q, τ‚q “
ÿ

kPZ
hi,kpq, τ‚qzk converging a.l.u. on Dˆ

pi ˆ B

So it is the expansion of an element of OpDˆ
pi ˆ Bq with finite poles at t0u ˆ B. Fix

0 ă ri ă pi

By the basics of differential equations, after making r smaller, for each i we can find

βi P OpAi ˆ Bq where Ai is an open annulus containing riS1

satisfying the following properties. (We write βipz, q, τ‚q as βiq,τ‚
pzq.)

(1) For each pq, τ‚q P B we have

βiq,τ‚
pAiq Ă Dˆ

pi (3.2.1)

Moreover, for each pz, q, τ‚q P Ai ˆ B, we have

Bqβ
i
q,τ‚

pzq “ h
`

βiq,τ‚
pzq, q, τ‚

˘

βi0,τ‚
pzq “ z (3.2.2)

(Thus, when q “ 0, (3.2.1) reads Ai Ă Dˆ
pi .)

(2) For each pq, τ‚q P B, we have 0 R βiq,τ‚
priS1q.

Note that (3.2.2) simply says that when τ‚ is fixed, q P Dr ÞÑ βiq,τ‚
is the non-autonomous

flow generated by the time-dependent (i.e. q-dependent) vector field hiBz . (More pre-
cisely, if q ÞÑ αiq,τ‚

is the (autonomous) flow in C ˆ C generated by hiBz ` Bq, then
αiq,τ‚

pz, 0q “ pβiq,τ‚
pzq, qq.) Therefore, the basic properties of autonomous flows implies:

(3) For each pq, τ‚q P B, the map βiq,τ‚
: Ai Ñ C is injective (and hence is a biholomor-

phism onto an open subset of C).

42



For each pq, τ‚q, let Γiq,τ‚
denote the oriented simple closed curve βiq,τ‚

: riS1 Ñ C. By
the Jordan curve theorem, P1 ´ Γiq,τ‚

has exactly two components

P1 ´ Γiq,τ‚
“ Ωiq,τ‚

\ rΩiq,τ‚

where 8 P rΩiq,τ‚
. Define

Oi “ tpz, q, τ‚q P P1 ˆ B : z P Ωiq,τ‚
u rOi “ tpz, q, τ‚q P P1 ˆ B : z P rΩiq,τ‚

u (3.2.3)

Remark 3.2.1. Oi and rOi are open subsets of P1 ˆ B. Moreover, for each pq, τ‚q P B we
have 0 P Ωiq,τ‚

(i.e. 0 is inside Γiq,τ‚
).

Proof. The continuity of βi implies that Oi Y rOi is open. The function

W : pz, q, τ‚q P Oi Y rOi ÞÑ
1

2iπ

¿

Γi
q,τ‚

dζ

ζ ´ z

is continuous and takes values in N. So it must be locally constant. For each pq, τ‚q P

B, Wp¨, q, τ‚q is constant on Ωiq,τ‚
and on rΩiq,τ‚

. Since Wp8, q, τ‚q “ 0, we have
Wp¨, q, τ‚q|

rΩi
q,τ‚

“ 0. Since 0 R Γiq,τ‚
for all pq, τ‚q P B, and since Wp0, 0, τ‚q “ 1, we

have Wp0, q, τ‚q “ 1 for all q. So Wp¨, q, τ‚q|Ωi
q,τ‚

“ 1. It follows that Oi “ W´1p1q and
rOi “ W´1p0q. Thus Oi and rOi are open. Since Wp0, q, τ‚q “ 1, we have 0 P Ωiq,τ‚

.

Remark 3.2.2. According to Rem. 3.2.1, for each z P Ai ´ riS1, the subset of all pq, τ‚q P B
such that βiq,τ‚

pzq is inside (resp. outside) Γiq,τ‚
is an open subset of B, and hence is also

closed, and must be either H or B. Therefore, for each z P Ai we have

|z| ă ri ðñ βiq,τ‚
pzq is inside Γiq,τ‚

for all pq, τ‚q P B
|z| ą ri ðñ βiq,τ‚

pzq is outside Γiq,τ‚
for all pq, τ‚q P B

(3.2.4)

Definition 3.2.3. We now construct a family X “ pπ : C Ñ B|ς1, . . . , ςN ; η1, . . . , ηN q,
called the Virasoro uniformization of X0 by the non-autonomous flows β1, . . . , βN (or
by h1, . . . , hN ). B has already been defined. For each pq, τ‚q P B, let

Ri
q,τ‚

“ βiq,τ‚
pAiq Y Ωiq,τ‚

Then the fiber Cq,τ‚ is defined by (setting εi “ inft|z| : z P Aiu)

C`
q,τ‚

“ π´1
0 pτ‚q

I

N
ď

i“1

µ´1
i pDεiq C´

q,τ‚
“

N
ğ

i“1

Ri
q,τ‚

Cq,τ‚ “ pC`
q,τ‚

\ C´
q,τ‚

q
L

„

where the gluing „ is given by the following biholomorphism between open subsets of
C`
q,τ‚

and C´
q,τ‚

:

βiq,τ‚
˝ µi : π

´1
0 pτ‚q X µ´1

i pAiq
»

ÝÝÑ βiq,τ‚
pAiq
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(One needs (3.2.4) to show that Cq,τ‚ is (sequentially) compact Hausdorff.) Assembling
these fibers together, one gets C. The map π : C Ñ B is defined by sending each Cq,τ‚ to
pq, τ‚q.

Recall that 0 belongs to Ωiq,τ‚
(Rem. 3.2.1). Then ςi is defined such that ςipq, τ‚q is

0 P Ri
q,τ‚

. Let

Ui “
ď

pq,τ‚qPB
Ri
q,τ‚

which is open in C and contains ςipBq. The local coordinate ηi P OpUiq at ςipBq is defined
such that its restriction to Ri

q,τ‚
is the standard coordinate z ÞÑ z. (Therefore, its restriction

to π´1
0 pτ‚q X µ´1

i pAiq Ă C`
q,τ‚

is ηi “ βiq,τ‚
˝ µi.)

Remark 3.2.4. Now one can define a lift x P H0pC,ΘCp‚SXqq of Bq as follows. On the open
subset C` :“

ď

pq,τ‚qPB
C`
q,τ‚

of C, the vector field x is Bq. In particular, on the open subset

ď

pq,τ‚q

`

π´1
0 pτ‚q X µ´1

i pAiq
˘

of C` and under the coordinate system pµi, q, τ‚q, the vector

field x is Bq. Using (3.2.2) and the change of variable formula for tangent vectors, one easily
shows that under the coordinate system pηi “ βiq,τ‚

˝µi, q, τ‚q one has x “ hipηi, q, τ‚qBηi`Bq

on this open set. Thus, the construction of x is finished if we define x on
ď

pq,τ‚q

Ri
q,τ‚

(under

the standard coordinates pz, q, τ‚q) to be hipz, q, τ‚qBz ` Bq.

The above construction shows that x satisfies (3.1.3) in Sec. 3.1, i.e. x|Ui “

hipηi, q, τ‚qBηi ` Bq. Therefore, we have shown that the non-autonomous Virasoro uni-
formization gives rise to a family X and a lift x of Bq as in Sec. 3.1. Identify B0 with
t0u ˆ B0 in Dr ˆ B0 “ B. Then the family X0 in Sec. 3.1 is the restriction of X to B0.
Choose ϕ0 P H0pB0,T ˚

X0
pWqq. Let ϕ be its formal parallel transport (Def. 3.1.2), called the

Virasoro uniformization of ϕ0. Then Thm. 3.1.7 says that the Virasoro uniformization of ϕ0

converges a.l.u. to a conformal block associated to X and W.

Remark 3.2.5. Intuitively, the fiber Xq,τ‚ is obtained from X0,τ‚ by changing each of the
local coordinates µi to the parametrization βiq,τ‚

˝µi. Therefore, the formula (3.1.6) (equiv-
alently, (3.1.8)) for ϕ can be viewed as the change of parametrization formula for con-
formal blocks. In particular, if each βi is autonomous (i.e., hi is independent of q), Exp.
3.1.5 shows thatϕ can be expressed as the exponential of a sum of Virasoro operators. See
[Gui23b] (especially Sec. 13) for more discussions on this topic.

3.3 Local freeness for smooth families

We emphasize that in this section, unless otherwise stated, X is not assumed to have
local coordinates η‚ at ς‚pBq.

Theorem 3.3.1. The OB-module TXpWq is a locally free. Hence T ˚
X pWq is locally free.

Therefore, if we consider the stalk map T ˚
X pWqb Ñ T ˚

Xb
pWq defined by the restriction maps

H0pV,T ˚
X pWqq Ñ T ˚

Xb
pWq (for all open V Q b) sending each ϕ : W Ñ OpV q to ϕp¨q|b, then by
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Rem. 1.3.11, this stalk map descends to a linear isomorphism

T ˚
X pWq

ˇ

ˇ

b

»
ÝÝÑ T ˚

Xb
pWq

Consequently, the function b P B ÞÑ dimT ˚
Xb

pWq is locally constant.

Note that the second paragraph describes how the space of conformal blocks T ˚
Xb

pWq

can be viewed canonically as the fiber of the vector bundle T ˚
X pWq at b.

Proof. By Lem. 1.3.12, it suffices to prove that the rank function R : b P B ÞÑ dimT ˚
Xb

pWq

is locally constant. Thus we may assume that B is the open ball Br “ tτ‚ P Cm : |τ‚| ă ru

and prove that Rpa‚q “ Rp0q for each a‚ “ pa1, . . . , amq P Br. Since ζ P Dr{|a‚| ÞÑ ζ ¨ a‚

parametrizes a closed 1-dimensional submanifold of Br containing a‚, it suffices to prove
that R is constant on this Riemann surface. Therefore, it suffices to prove that R is locally
constant under the assumption that dimB “ 1.

We want to prove that each point of B has a neighborhood on which R is constant.
Thus we may assume that X has local coordinates η‚ at ς‚pBq, that B “ D2r, and prove
that Rppq “ Rp0q for each p P Dr. Let q be the standard coordinate of B. Then by
Rem. 2.3.4, Bq has a lift x. Fix p P Dr. By Thm. 3.1.7, for each ψ P T ˚

X0
pWq, we have

Fψ P H0pDr,T ˚
X pWqq satisfying the differential equation (3.1.6) (defined by x) with initial

condition Fψ|q“0 “ ψ. Similarly, let Drppq “ tz P C : |z ´ p| ă ru, then for each
ω P T ˚

Xp
pWq we have Gω P H0pDrppq,T ˚

X pWqq satisfying the same differential equation
(3.1.6) but with initial condition Gω|q“p “ ω.

Define linear maps

Fp : T ˚
X0

pWq Ñ T ˚
Xp

pWq resp. G0 : T ˚
Xp

pWq Ñ T ˚
X0

pWq

by Fqψ “ Fψ|p resp. G0ω “ Gω|0. Then for each ω P T ˚
Xp

pWq, clearly F pG0ωq P

H0pDr,T ˚
X pWqq and Gω P H0pDrppq,T ˚

X pWqq satisfy the same differential equation and
the same initial condition at q “ 0. So the series expansions of FG0ω and Gω at 0 both
satisfy (3.1.8), and hence are equal. So FG0ω equals Gω on Dr X Drppq, and hence at p.
This shows FpG0ω “ Gω|p “ ω. Thus FpG0 “ id. A similar analysis for GFpψ and Fψ
shows that G0Fp “ id. So Fp is a linear isomorphism, and hence Rppq “ Rp0q.

Corollary 3.3.2. Let pC;x1, . . . , xN q be an N -pointed compact Riemann surface. Associate W
to x‚. Then the finite number dimT ˚

pC;x‚q
pWq depends only on the topology of pC;x‚q, namely,

the number of components of C, the topology of each component of C, and the subset of all i P

t1, . . . , Nu such that xi is contained in a given component.

Thus, dimT ˚
X pWq is independent of the complex structure of C, the position of each

xi (as long as it is always on the same component), and the local coordinates at x‚.

Proof. All N -pointed compact Riemann surfaces (with certain extra structures) that have
the same topology as pC;x‚q form a family X whose base manifold is a product of Te-
ichmüller spaces Tg,n and hence is connected. Therefore, by Thm. 3.3.1, all fibers of X
have the same dimension of space of conformal blocks.
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3.4 Application: nXpWq for a smooth family X

The goal of this section is to establish the existence of dual fusion products of W along
a family of compact Riemann surfaces, generalizing the corresponding result from [GZ23]
for a single compact Riemann surface. The results of this section will be needed in the
third paper of the series to prove the sewing-factorization for families.

We consider a setting different from Asmp. 1.2.3. Choose a family of pM,Nq-pointed
compact Riemann surfaces with local coordinates (recall Def. 2.2.1 in [GZ23])

X “ pτ‹; θ‹

ˇ

ˇπ : C Ñ B
ˇ

ˇς‚; η‚q “ pτ1, ¨ ¨ ¨ , τM ; θ1, ¨ ¨ ¨ , θM
ˇ

ˇπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN q.

where M,N ě 0. Assume that for each b P B, each connected component of Cb intersects
one of ς1pBq, . . . , ςN pBq.

Recall that V is C2-cofinite. Associate the grading restricted VbN -module W to the
incoming marked points ς‚pBq. When B is a single point, we have proved in [GZ23, Thm.
3.5.5] that W has a dual fusion product along X in the following sense:

Definition 3.4.1. Assume that B is a single point. A dual fusion product denotes a pair
pnXpWq, qג where nXpWq is a grading restricted VbM -module associated to τ‹pBq, and
ג P T ˚

X pW b nXpWqq satisfying the universal property:

• For each ϕ P T ˚
X pW b Mq (where M is a grading restricted VbM -module associated

to τ‹pBq) there exists a unique T P HomV bM pM,nXpWqq such that ϕ “ ג ˝ p1M b T q

We abbreviate pnXpWq, qג to nXpWq when no confusion arises. The contragredient VbM -
module of nXpWq is denoted by bXpWq and called the fusion product of W along X.

Example 3.4.2. When M “ 0, then VbM “ C. A grading restricted C-module is under-
stood as a finite-dimensional C-vector space. Thus, if B is a single point, then

pT ˚
X pWq, qג is a dual fusion product of W along X

where ג P T ˚
X pW bC T ˚

X pWqq is defined by

ג : W b T ˚
X pWq Ñ C w b ϕ ÞÑ ϕpwq

Equivalently, noting the linear isomorphism T ˚
X pWb T ˚

X pWqq » T ˚
X pWq bC TXpWq, then

ג “
ř

iϕi b qϕi where pϕiq is a (finite) basis of T ˚
X pWq with dual basis pqϕiq in TXpWq.

Remark 3.4.3. Assume that B is a single point, and let pnXpWq, qג be a dual fusion prod-
uct. Then ג : W b nXpWq Ñ C is partially injective in the sense that

tξ P nXpWq : pwג b ξq “ 0 for all w P Wu (3.4.1)

is zero. There is an equivalent formulation of this injectivity. Recall (1.1) for the meaning
of Pďλ‚

. Note that ג gives rise to a linear map

7ג : W Ñ nXpWq˚ “ bXpWq w ÞÑ pwג b ´q

Then for each λ‚ P CM , the map Pďλ‚
˝ 7ג : W Ñ bXpWqrďλ‚s is surjective.
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Proof that (3.4.1)“ 0. Assume that M :“ (3.4.1) is not zero. Let T1, T2 : M Ñ nXpWq be
respectively the inclusion map and the zero map. Then ג ˝ p1bT1q “ ג ˝ p1bT2q “ 0, but
T1 ‰ T2. This contradicts the uniqueness part in Def. 3.4.1.

We now generalize Def. 3.4.1 to the case that X is a family.

Definition 3.4.4. The dual fusion product of W along X is a pair pnXpWq, qג where nXpWq

is a grading restricted VbM -module, ג P H0pB,T ˚
X pWbnXpWqqq, such that for each b P B,

the pair pnXpWq, bq|ג is a dual fusion product of W along Xb. The contragredient VbM -
module of nXpWq is denoted by bXpWq and called the fusion product of W along X.

The following proposition will be a special case of the sewing-factorization theorem
for families to be proved in the third paper of this series.

Definition 3.4.5. Let W1,W2 be VbN -modules such that HomVbN pW1,W2q ă `8 (e.g.
when W1,W2 are grading restricted). Then for each complex manifold X , the holomor-
phicity of each map X Ñ HomVbN pW1,W2q can be defined in the obvious way as a
vector-valued holomorphic function.

Proposition 3.4.6. Let pnXpWq, qג be a dual fusion product of W along X. Then for each grading
restricted VbM -module M and each ϕ P H0pB,T ˚

X pW b Mqq, there exists a unique holomorphic
map b P B ÞÑ Tb P HomVbM pM,nXpWqq such that ϕ|b “ b|ג ˝ p1 b Tbq for each b P B.

Proof. The uniqueness is obvious. As for the existence, consider the linear map

Ψ : HomVbM pM,nXpWqq Ñ H0pB,T ˚
X pW b Mqq S ÞÑ ג ˝ p1 b Sq

which (by Def. 3.4.4) restricts to a linear isomorphism

Ψ|b : HomVbM pM,nXpWqq Ñ T ˚
Xb

pW b Mq S ÞÑ b|ג ˝ p1 b Sq

for each b P B. Therefore, if S1, . . . , Sn are a basis of HomVbM pM,nXpWqq, then
Ψ|bpS1q, . . . ,Ψ|bpSnq are a basis of T ˚

Xb
pW b Mq. This shows that ΨpS1q, . . . ,ΨpSnq are

a free generator of the OB-module T ˚
X pW b Mq, i.e., the OB-module morphism On

B Ñ

T ˚
X pW b Mq sending each pf1, . . . , fnq to

ř

j fjΨpSjq is an isomorphism. Thus ϕ can be
uniquely written as

řn
j“1 fjΨpSjq where fj P OpBq. The existence of T follows from set-

ting Tb “
ř

j fjpbqSj for each b.

Corollary 3.4.7. Let pnXpWq, qג and prnXpWq,rגq be dual fusion products of W along X. Then
there exists a unique holomorphic map b P B ÞÑ Φb P HomVbM prnXpWq,nXpWqq such that for
each b P B, we have that rג|b “ b|ג ˝ p1 b Φbq, and that Φb is a VbM-module isomorphism.

We call Φ the canonical isomorphism from prnXpWq,rגq to pnXpWq, .qג

Proof. The existence and uniqueness of Φ satisfying the desired properties, except that Φb
is bijective, is clear from Prop. 3.4.6. Similarly, there is a unique Ψ : nXpWq Ñ rnXpWq

satisfying all the properties of a canonical isomorphism except that Ψb is bijective. Thus
bג “ bג ˝ p1 b pΦb ˝ Ψbqq, which shows that Φb ˝ Ψb “ 1. Similarly Ψb ˝ Φb “ 1. Therefore
Φb is bijective.
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When dimB ą 0, a dual fusion product does not necessarily exist. However, the
following theorem shows that the existence holds locally. Therefore, using the canonical
isomorphisms in Cor. 3.4.7, one can glue all nXV

pWq bC OV together (for all open V Ă B
such that a dual fusion product nXV

pWq exists for W along XV ) and get a bundle of dual
fusion products. (More precisely, it is an infinite-rank locally free OB-module.) We will
not explore this topic further in this paper.

Theorem 3.4.8. Assume that B “ Dr ˆ B0 where B0 is a Stein manifold and 0 ă r ď `8. Let

X0 “ pτ‹; θ‹|π0 : C0 Ñ B0|ς‚; η‚q

be the restriction of X to B0 » t0u ˆ B0 as in (3.1.1). Assume that W has a dual fusion product
pnX0pWq, 0qג along X0. Then W has a dual fusion product pnXpWq, qג along X.

Proof. Let q be the standard coordinate of Dr. Consider Bq as a constant vector field on B.
Set nXpWq “ nX0pWq. Since B0 and Dr are Stein, B is Stein. So by Rem. 2.3.4, Bq has a lift x,
by which one can define the differential operator ∇Bq on WXpWq,TXpWq,T ˚

X pWq. There-
fore, since 0ג P H0pB0,T ˚

X0
pW b nXpWqqq, by Thm. 3.1.7, the formal parallel transport

ג of 0ג converges a.l.u. to an element of H0pB,T ˚
X pW b nXpWqqq. In other words, ג can

be viewed as a linear map W Ñ OpBq whose restriction to each pp, bq P B is a conformal
block associated to W and Xpp,bq.

We want to show that for each pp, bq P B, pnXpWq, pp,bqq|ג is a dual fusion product of W
along Xpp,bq. For that purpose, it suffices to assume that B0 is a single point, say t0u. Then
B “ Dr ˆ t0u » Dr. Therefore, p P Dr denotes a general element of B. By Thm. 3.3.1, for
each grading restricted VbM -module M associated to τ‹pBq, T ˚

X pW b Mq is a (finite-rank)
holomorphic vector bundle on Dr. Then ∇Bq defines an (obviously flat) connection ∇ on
T ˚

X pW b Mq, and ג is parallel under this connection if M “ nXpWq.
Choose any ϕp P T ˚

Xp
pW b Mq. Let ϕ0 P T ˚

X0
pW b Mq be the parallel transport of

ϕp (under ∇) to 0. Since pnXpWq, 0qג is a dual fusion product along X0, there exists T P

HomVbM pM,nXpWqq such that ϕ0 “ 0ג ˝ p1 b T q “ ג ˝ p1 b T q|0. Since ג is parallel under
∇ and T intertwines the actions of VbM , it is clear that ג ˝ p1bT q P H0pB,T ˚

X pWbMqq is
parallel under ∇. So p|ג ˝ p1 b T q and ϕp are both the parallel transport of ϕ0 to p. Thus
p|ג ˝ p1 b T q “ ϕp.

On the other hand, if S P HomVbM pM,nXpWqq also satisfies p|ג ˝ p1 b Sq “ ϕp, then
ϕ0 is the parallel transport of p|ג ˝ p1 b Sq to 0, and hence ϕ0 “ 0|ג ˝ p1 b Sq. Similarly
ϕ0 “ 0|ג ˝ p1bT q, which shows T “ S because pnXpWq, 0qג is a dual fusion product. This
finishes the proof that pnXpWq, pq|ג is a dual fusion product of W along Xp.

Corollary 3.4.9. Suppose that B is an open polydisk, i.e., it is of the form Dr1 ˆ ¨ ¨ ¨ ˆDrm Ă Cm
where m P N. Then there exists a dual fusion product pnXpWq, qג of W along X.

Proof. This follows immediately from Thm. 3.4.8 and from induction on m.

4 Convergence of sewing conformal blocks

In this chapter, we continue to assume Asmp. 1.2.3, and use freely the notations in
Subsec. 1.2.1. In particular,

X “ pπ : C Ñ B
ˇ

ˇς‚q “ pπ : C Ñ B
ˇ

ˇς1, ¨ ¨ ¨ , ςN q
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is obtained by sewing the family

rX “ prπ : rC Ñ rB
ˇ

ˇς‚
›

›ς 1
‚, ς

2
‚ q “ prπ : rC Ñ rB

ˇ

ˇς1, ¨ ¨ ¨ , ςN
›

›ς 1
1, ¨ ¨ ¨ , ς 1

R, ς
2
1 , ¨ ¨ ¨ , ς2

Rq

satisfying (1.2.2). Assume that rX has local coordinates η‚, ξ‚, ϖ‚ at ς‚p rBq, ς 1
‚p rBq, ς2

‚ p rBq, and
extend η‚ constantly to local coordinates of X at ς‚pBq (also denoted by η‚), cf. Asmp.
2.3.2.

We always assume that V “
À

nPNVpnq is a C2-cofinite VOA, and W is a grading-
restricted VbN -module associated to ς‚p rBq and also to ς‚pBq. Let M be a grading-restricted
VbR-module with (automatically grading-restricted) contragredient M1. Associate M,M1

to ς 1
‚p rBq and ς2

‚ p rBq respectively. We use Upη‚, ξ‚, ϖ‚q and Upη‚q to make the identifications

W
rX

pW b M b M1q “ W b M b M1 bC O
rB WXpWq “ W bC OB (4.0.1)

4.1 Sewing conformal blocks

4.1.1 The decomposition Ljp0q “ Ljp0qs ` Ljp0qn

Recall the grading M “
À

λ‚PCR Mrλ‚s, cf. (1.1.4). Since M is grading-restricted, by the
first part of the proof of [GZ23, Thm. A.2.6], there exists a finite subset E Ă CR such that

M “
à

λ‚PE`NR

Mrλ‚s and dimMrλ‚s ă `8 for each λ‚ (4.1.1)

For each 1 ď j ď R, we let Ljp0qs P EndpMq be defined such that Ljp0qs
ˇ

ˇ

Mrλ‚s
“ λj , and

let Ljp0qn “ Ljp0q ´ Ljp0qs.
Since for each v P V and 1 ď i, j ď R and n P Z we have on M that

rLjp0q, Yipvqns “ rLjp0qs, Yipvqns “ δi,jYippLjp0q ´ n´ 1qvqn

we see that Ljp0qn P EndVbRpMq when Ljp0qn acts on M. In particular, we have
rLjp0qn, Lip0qs “ 0. So Ljp0qn preserves each generalized eigenspace of Lip0q, i.e.

rLjp0qn, Lip0qss “ 0 and hence rLjp0qn, Lip0qns “ 0

Thus Mrλ‚s is Ljp0qn-invariant. Therefore, on the finite-dimensional space Mrλ‚s,

Ljp0q
ˇ

ˇ

Mrλ‚s
“ Ljp0qs

ˇ

ˇ

Mrλ‚s
` Ljp0qn

ˇ

ˇ

Mrλ‚s

is the (unique) Jordan-Chevalley decomposition of Ljp0q
ˇ

ˇ

Mrλ‚s
. Hence Ljp0qn

ˇ

ˇ

Mrλ‚s
is

nilpotent. Since M is finitely-generated as a VbR-module ([Hua09]), it follows that

Ljp0qn is nilpotent on M (4.1.2)
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4.1.2 The element qL‚p0q
‚ § bđ of pM b M1qtq‚urlog q‚s

We treat q1, . . . , qR and log q1, . . . , log qR as mutually commuting and independent for-
mal variables. Each A P EndpMq acts on pMbM1qtq‚u resp. pMbM1qtq‚urlog q‚s by acting
on the coefficient before each power of q‚ and log q‚. Define

§ b đ P pM1 b Mq˚ x§ b đ,m1 bmy “ xm1,my

for all m P M,m1 P M1. For each A P EndpMq such that At P EndpM1q exists (i.e.
xAm,m1y “ xm,Atm1y for all m P M,m1 P M1), we have a linear map

A : pM1 b Mq˚ Ñ pM1 b Mq˚ pAϕqpm1 bmq “ ϕpAtm1 bmq

for each ϕ P pM1 b Mq˚. We set

§ bAtđ :“ A § bđ

Note that MbM1 is canonically a subspace of pM1 bMq˚. Consider Pλ‚
, the projection

of M onto Mrλ‚s. Then one checks easily that

Pλ‚
§ bAtđ “

ÿ

αPAλ‚

mpλ‚,αq bAt
qmpλ‚,αq P M b M1 (4.1.3)

where pmpλ‚,αqqαPAλ‚
is any (finite) basis of Mrλ‚s with dual basis p qmpλ‚,αqqαPAλ‚

.

Definition 4.1.1. For each A P EndpMq such that At P EndpM1q exists, define

q
L‚p0qs
‚ § bAtđ “

ÿ

λ‚PCR

qλ‚
‚ ¨ Pλ‚

§ bAtđ P pM b M1qtq‚u

where qλ‚
‚ “ qλ11 ¨ ¨ ¨ qλRR . Thus, its evaluation with each m1 bm P M1 b M is

xAtq
L‚p0qs
‚ m1,my “ xq

L1p0qs
1 ¨ ¨ ¨ q

LRp0qs
R m1, Amy

Definition 4.1.2. Define a linear map

q
L‚p0qn
‚ : M b M1 Ñ pM b M1qrlog q‚s q

L‚p0qn
‚ pmbm1q “ pq

L‚p0qn
‚ mbm1q

where

q
L‚p0qn
‚ m “

ÿ

k‚PNR

plog q1qk1 ¨ ¨ ¨ plog qRqkR ¨
L1p0qk1n

k1!
¨ ¨ ¨

LRp0qkRn

kR!
m

By (4.1.2), the order of power of each log qi in qL‚p0qn
‚ m has an upper bound independent

of the choice of m P M. Thus, we can define

q
L‚p0qn
‚ : pM b M1qtq‚u Ñ pM b M1qtq‚urlog q‚s

ÿ

λ‚PCR

χλ‚
¨ qλ‚

‚ ÞÑ
ÿ

λ‚PCR

pq
L‚p0qn
‚ χλ‚

q ¨ qλ‚
‚

(4.1.4)

Finally, for each A P EndpMq such that At P EndpM1q exists, define

q
L‚p0q
‚ § bAtđ P pM b M1qtq‚urlog q‚s q

L‚p0q
‚ § bAtđ “ q

L‚p0qn
‚

`

q
L‚p0qs
‚ § bAt đ

˘

In particular, qL‚p0q
‚ § bđ is an element of pM b M1qtq‚urlog q‚s.
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Note that by (4.1.3) we have

Aq
L‚p0q
‚ § bđ “

ÿ

λ‚PCR

qλ‚
‚

ÿ

αPAλ‚

Aq
L‚p0qn
‚ mpλ‚,αq b qmpλ‚,αq (4.1.5a)

q
L‚p0q
‚ § bAtđ “

ÿ

λ‚PCR

qλ‚
‚

ÿ

αPAλ‚

q
L‚p0qn
‚ mpλ‚,αq bAt

qmpλ‚,αq (4.1.5b)

Remark 4.1.3. Since Ljp0qn P EndVbRpMq, the map (4.1.4) intertwines the action of Yipvqn

for each 1 ď i ď R, v P V, n P Z.

Remark 4.1.4. By (4.1.1), each M is a finite direct sum of submodules that are L‚p0qs-
simple. Now assume that M is L‚p0qsL‚p0qsL‚p0qs-simple, i.e., the set E in (4.1.1) can be chosen to be
a single point set tκ‚u. Define

rLjp0q “ Ljp0qs ´ κj (4.1.6)

So the eigenvalues of rLjp0q are in N. Then rL‚p0q makes M a finitely-admissible VˆR-
module.

4.1.3 Sewing conformal blocks

For each ψ P T ˚
rX

pW b M b M1qp rBq and w P W, define

Sψpwq “ ψ
`

w b q
L‚p0q
‚ § b đ

˘

P Op rBqtq‚urlog q‚s. (4.1.7)

Sψ is called the sewing ofψψψ along pairs of points ς 1
‚p rBq, ς2

‚ p rBq. Write

Sψpwq “
ÿ

n‚PCR,l‚PNR

Sψpwqn‚,l‚q
n‚
‚ plog q‚ql‚ (4.1.8)

Then Sψ : W Ñ Op rBqtq‚urlog q‚s can be extended in an obvious way to an Op rBqrrq‚ss-
module morphism

Sψ : W b Op rBqrrq‚ss Ñ Op rBqtq‚urlog q‚s (4.1.9)

In particular, Sψ can be defined on W b OpBq.

Definition 4.1.5. We say Sψ converges a.l.u. if for each w P W and each compact subsets
K Ă rB and Q Ă Dˆ

r‚ρ‚
, there exists C ą 0 such that

ÿ

n‚PCR

|Sψpwqn‚,l‚pbq| ¨ |qn‚
‚ | ď C

holds for any b P K, q‚ “ pq1, ¨ ¨ ¨ , qRq P Q, and l‚ P NR.

Note that the a.l.u. convergence of Sψ is slightly stronger than the condition that for
each w P W, the series of functions

ř

n‚PCR,l‚PNR Sψpwqn‚,l‚q
n‚
‚ plog q‚ql‚ converge a.l.u. on

B ´ ∆ “ Dˆ
r‚ρ‚

ˆ rB.
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4.2 The sewing of a conformal block is a formal conformal block

If 1 ď k ď R, we set q‚zk “ pq1, . . . , qk´1, qk`1, . . . , qRq.

Proposition 4.2.1. Let A be a unital commutative C-algebra. For any u P V, 1 ď k ď R and
f P A rrξk, ϖk, q‚zkss, the following elements of pM b M1 b A qtq‚urlog q‚s are equal:

Resξk“0 YM,kpξ
Lp0q

k u, ξkqq
L‚p0q
‚ § b đ ¨f

`

ξk,
qk
ξk
, q‚zk

˘dξk
ξk

“Resϖk“0 q
L‚p0q
‚ § bYM1,kpϖ

Lp0q

k Upγ1qu,ϖkq đ ¨f
` qk
ϖk

, ϖk, q‚zk

˘dϖk

ϖk

(4.2.1)

Remark 4.2.2. Using (4.1.5), one easily sees that

YM,kpξ
Lp0q

k u, ξkqq
L‚p0q
‚ § bđ P pM b M1qppξkqqtq‚urlog q‚s

q
L‚p0q
‚ § bYM1,kpϖ

Lp0q

k Upγ1qu,ϖkqđ P pM b M1qppϖkqqtq‚urlog q‚s

Multiplying these two elements respectively by

f
`

ξk,
qk
ξk
, q‚zk

˘

P A ppξkqqrrq‚ss and f
` qk
ϖk

, ϖk, q‚zk

˘

P A ppϖkqqrrq‚ss

they become elements of

pM b M1 b A qppξkqqtq‚urlog q‚s resp. pM b M1 b A qppϖkqqtq‚urlog q‚s

Thus, the residues in (4.2.1) make sense.

Proof of Prop. 4.2.1. Without loss of generality, we assume M isL‚p0qs-simple. WhenL‚p0q

is replaced by rL‚p0q and R “ 2, Eq. (4.2.1) holds in pM b M1 b A qrrq‚ss by Step 1 of the
proof of [GZ23, Prop. 2.3.10]; for general R the proof is similar. Since rLjp0q and Ljp0qs

differ by a scalar, Eq. (4.2.1) holds in pM b M1 b A qtq‚u when L‚p0q is replaced by L‚p0qs.
Multiplying both sides of this result by the map q

L‚p0qn
‚ “ (4.1.4) and noting Rem. 4.1.3,

we obtain (4.2.1). (See also the proof of [Gui23a, Lem. 10.2].)

Proposition 4.2.3. If ψ P H0
`

rB,T ˚
rX

pW b M b M1q
˘

, then Sψ is a formal conformal block, i.e.,
Sψ “ (4.1.9) vanishes on J pre

X pBq (defined in (1.3.11)).

When rB is a single point, this proposition becomes a special case of [GZ23, Prop.
2.3.10]. Although the following proof is similar to the one of [GZ23, Prop. 2.3.10], we
have included it here because the setting and the notations in the proof will be useful for
the discussions in the third paper of our series.

Proof. Step 1. Choose v P H0
`

C,VX b ωC{Bp‚SXq
˘

. We claim that outside the nodes we
have power series expansion

v “
ÿ

n‚PNR

vn‚q
n‚
‚ where vn‚ P H0

`

rC,V
rX

b ω
rC{ rBp‚S

rX
q
˘

(4.2.2)
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We use freely the notations in Subsec. 1.2.1. Choose a precompact open subset rU of rC
disjoint from ς 1

‚p rBq and ς2
‚ p rBq. Choose small enough ε‚, κ‚ such that rU ˆ Dε‚κ‚ is an open

subset of rC ˆ Dr‚ρ‚ ´
ŤR
i“1pF 1

i Y F 2
i q. Then π : C Ñ B, when restricted to rU ˆ Dε‚κ‚ ,

becomes equals rπ ˆ id : rU ˆ Dε‚κ‚ Ñ rB ˆ Dε‚κ‚ . Thus v|
rUˆDε‚κ‚

can be viewed as a

global section of V
rXˆDr‚ρ‚

b ω
rCˆDε‚κ‚ { rBˆDε‚κ‚

p‚SXq, and hence an element in H0
`

rU,V
rX

b

ω
rC{ rBp‚S

rX
q
˘

rrq‚ss. The coefficient before qn‚
‚ defines vn‚ |

rU
which are clearly compatible for

different rU . Therefore, by considering all such rU , we obtain a section vn‚ of V
rX

bω
rC{ rBp‚S

rX
q

on rC ´
ŤR
i“1

`

ς 1
ip

rBq Y ς2
i p rBq

˘

.
To finish proving (4.2.2), it remains to prove that each vn‚ has finite poles at ς 1

ip
rBq and

ς2
i p rBq for each i. By the description of VX and ωC{B in Def. 1.3.3 and Rem. 1.2.7, v|Wi´Σ is

a finite sum of elements whose restrictions to W 1
i (resp. W 2

i ) under trivializations Uϱpξiq
(resp. Uϱpϖiq) are

fpξi, qi{ξi, q‚ziqξ
Lp0q

i u ¨
dξi
ξi

resp. ´ fpqi{ϖi, ϖi, q‚ziqϖ
Lp0q

i Upγ1qu ¨
dϖi

ϖi
(4.2.3)

where u P V and f P OpWiq. (Here, we have suppressed the local coordinates τ‚ of rB
in the parentheses of f . The choice of τ‚ is clearly irrelevant.) By taking power series
expansion of (4.2.3), we see the term before qn‚

‚ has poles of orders at most ni ` 1 at ξi “ 0
(resp. ϖi “ 0). So is vn‚ .

Step 2. By Prop. 4.2.1 and (4.2.3), in pM b M1 b Op rBqqtq‚urlog q‚s we have
ÿ

n‚PNR

`

vn‚ ¨ q
L‚p0q
‚ § b đ `q

L‚p0q
‚ § bvn‚ đ

˘

qn‚
‚ “ 0 (4.2.4)

Since vn‚ P H0
`

rC,V
rX

b ω
rC{ rBp‚S

rX
q
˘

and ψ is a conformal block, we have

ψ
`

vn‚ ¨ w b q
L‚p0q
‚ § b đ `w b vn‚ ¨ q

L‚p0q
‚ § b đ `w b q

L‚p0q
‚ § bvn‚ ¨ đ

˘

“ 0 (4.2.5)

Therefore, for each w P W we have

Sψpv ¨ wq “
ÿ

n‚PNR

ψ
`

vn‚ ¨ w b q
L‚p0q
‚ § b đ

˘

qn‚
‚

(4.2.4)
ùùùùù

ÿ

n‚PNR

ψ
`

vn‚ ¨ w b q
L‚p0q
‚ § b đ `w b vn‚ ¨ q

L‚p0q
‚ § b đ `w b q

L‚p0q
‚ § bvn‚ ¨ đ

˘

qn‚
‚

which equals 0 by (4.2.5). Since any element of J pre
X pBq is an OpBq-linear combination of

such v ¨ w, we conclude that Sψ vanishes on J pre
X pBq.

4.3 Convergence of sewing conformal blocks

The following theorem specializes to [Gui23a, Thm. 13.1] in the special case that M is
a tensor product of grading-restricted V-modules. In fact, the proof for that special case
applies almost directly to the present general situation. However, in [Gui23a], the proof
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of Thm. 13.1 was only outlined in Sec. 13, with the detailed proof provided solely for the
case that R “ 1 in Sec. 11. Therefore, we now provide the detailed proof of Thm. 4.3.1 for
arbitrary R and arbitrary grading-restricted VbR-module M.

Theorem 4.3.1. Let ψ P H0
`

rB,T ˚
rX

pW b M b M1q
˘

. Then Sψ converges a.l.u. (in the sense of
Def. 4.1.5) to a linear map W Ñ OpB ´ ∆q, which belongs to H0

`

B ´ ∆,T ˚
X pWq

˘

(cf. Rem.
3.1.1).

Recall that ∆ “ (1.2.17) is the discriminant locus of X, and hence B ´ ∆ “ Dˆ
r‚ρ‚

ˆ rB.

Proof. Step 1. The theorem can be proved locally with respect to rB. Thus, we may assume
that rB is an open ball in Cm with standard coordinates τ‚. Therefore, by Thm. 2.4.3, rX has
a projective structure P. We abbreviate each τj ˝π to τj . Moreover, once we can prove the
a.l.u. convergence, then the fact that Sψ belongs to H0

`

B ´ ∆,T ˚
X pWq

˘

will follow from
Prop. 4.2.3 and Thm. 1.3.6.

Fix 1 ď k ď R. By Rem. 2.3.4, we have a lift ry P H0
`

C,ΘCp´ log C∆ ` ‚SXq
˘

for qkBqk
and use ry to define the differential operator ∇qkBqk

, cf. Def. 2.3.6. Let

Γ “

R
ď

i“1

`

ς 1
ip

rBq Y ς2
i p rBq

˘

Choose any precompact open subset rU Ă rC ´ Γ equipped with a fiberwise univalent
η P Op rUq. We can find a sufficiently small sub-polydisk Dε‚κ‚ Ă Dr‚ρ‚ such that rU ˆ

Dε‚κ‚ » Dε‚κ‚ ˆ rU is an open subset of rC ˆDr‚ρ‚ ´
ŤR
i“1

`

F 1
i YF 2

i

˘

. (We will freely switch
the order of product of manifolds.) After extending η constantly to a fiberwise univalent
function on U :“ Dε‚κ‚ ˆ rU , as in (2.3.5), we have

ry|U “ hpq‚, η, τ‚qBη ` qkBqk (4.3.1a)

where h P Oppq‚, η, τ‚qpU ´ SXqq has finite poles at pq‚, η, τ‚qpSXq “ Dε‚κ‚ ˆ pη, τ‚qpS
rX

q.
Write

h “
ÿ

n‚PNR

hn‚pη, τ‚qqn‚
‚ (4.3.1b)

where each hn‚ P Oppη, τ‚qp rU ´ S
rX

qq has finite poles at pη, τ‚qpS
rX

q, and set

ryK
n‚

“ hn‚pη, τ‚qBη P H0p rU,Θ
rC{ rBp‚S

rX
qq (4.3.1c)

Then yK
n‚

is independent of the choice of η, and hence can be extended to an element of
H0

`

rC ´ Γ,Θ
rC{ rBp‚S

rX
q
˘

. To see this, suppose we have another µ P Op rUq univalent on each
fiber, extended constantly to U . So Bqjµ “ 0 for 1 ď j ď R, and hence (4.3.1a) implies
ry|U “ hpq‚, η, τ‚q ¨ Bηµ ¨ Bµ ` qkBqk . Note that Bηµ is constant over q‚. So if we define ryK

n‚

using µ, then ryK
n‚

“ hn‚pη, τ‚q ¨ Bηµ ¨ Bµ, which coincides with (4.3.1c).

Step 2. In this step, we calculate ryK
n‚

on each V 1
j , V

2
j . Our result (4.3.8) will imply

ryK
n‚

P H0
`

rC,Θ
rC{ rBp‚S

rX
q
˘

(4.3.2)
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i.e., that ryK
n‚

has finite poles at Γ. We use the notations in Asmp. 2.3.2. By the description
of dπ in Subsec. 1.2.2, for each 1 ď i ď N and 1 ď j ď R, we can write

ry|Ui “ hipq‚, ηi, τ‚qBηi ` qkBqk (4.3.3a)

ry|Wj “ ajpξj , ϖj , q‚zj , τ‚qξjBξj ` bjpξj , ϖj , q‚zj , τ‚qϖjBϖj ` p1 ´ δj,kqqkBqk (4.3.3b)

where hi P Oppq‚, ηi, τ‚qpU ´ SXqq has finite poles at pq‚, η, τ‚qpSXq, and aj , bj P OpWjq

(where Wj “ (1.2.7a) has standard coordinates pξj , ϖj , q‚zj , τ‚q) satisfy

aj ` bj “ δj,k (4.3.4)

The tangent vectors Bξj , Bϖj , Bqk are defined using the coordinates pξj , ϖj , q‚zj , τ‚q.
When restricted to W 1

j “ (1.2.7b) resp. W 2
j “ (1.2.7c) and using the coordinates

pξj , qj{ξj , q‚zj , τ‚q resp. pqj{ϖj , ϖj , q‚zj , τ‚q to define the tangent vectors Bξj , Bqk resp.
Bϖj , Bqk , Eq. (4.3.3b) becomes

ry|W 1
j

“ ajpξj , qj{ξj , q‚zj , τ‚qξjBξj ` qkBqk (4.3.5a)

ry|W 2
j

“ bjpqj{ϖj , ϖj , q‚zj , τ‚qϖjBϖj ` qkBqk (4.3.5b)

which are calculated from the change of coordinate formula for tangent vectors
"

Bξj “ Bξj `ϖjBqj
Bϖj “ ξjBqj

on W 1
j

"

Bξj “ ϖjBqj
Bϖj “ Bϖj ` ξjBqj

on W 2
j

due to qj “ ξjϖj . Write

ajpξj , ϖj , q‚zj , τ‚q “
ÿ

m,nPN
ajm,npq‚zj , τ‚qξmj ϖ

n
j

bjpξj , ϖj , q‚zj , τ‚q “
ÿ

m,nPN
bjm,npq‚zj , τ‚qξmj ϖ

n
j

Then the RHS below converge a.l.u. on Wj to the LHS:

ajpξj , qj{ξj , q‚zj , τ‚q “
ÿ

ně0,lě´n

ajl`n,npq‚zj , τ‚qξljq
n
j (4.3.6a)

bjpqj{ϖj , ϖj , q‚zj , τ‚q “
ÿ

mě0,lě´m

bjm,l`mpq‚zj , τ‚qϖl
jq
m
j (4.3.6b)

By substituting (4.3.6) into (4.3.5), we obtain

ry|W 1
j

“
ÿ

ně0,lě´n

ajl`n,npq‚zj , τ‚qξl`1
j qnj Bξj ` qkBqk

ry|W 2
j

“
ÿ

mě0,lě´m

bjm,l`mpq‚zj , τ‚qϖl`1
j qmj Bϖj ` qkBqk

Write

ajl`nj ,nj
pq‚zj , τ‚q “

ÿ

n‚zjPNR´1

ajl`nj ,nj ,n‚zj
pτ‚qq

n‚zj

‚zj (4.3.7a)

55



bjnj ,l`nj
pq‚zj , τ‚q “

ÿ

n‚zjPNR´1

bjnj ,l`nj ,n‚zj
pτ‚qq

n‚zj

‚zj (4.3.7b)

Then in H0pV 1
j ´ S

rX
,Θ

rC{ rBq resp. H0pV 2
j ´ S

rX
,Θ

rC{ rBq we have

ryK
n‚

ˇ

ˇ

V 1
j

“
ÿ

lě´nj

ajl`nj ,nj ,n‚zj
pτ‚qξl`1

j Bξj (4.3.8a)

ryK
n‚

ˇ

ˇ

V 2
j

“
ÿ

lě´nj

bjnj ,l`nj ,n‚zj
pτ‚qϖl`1

j Bϖj (4.3.8b)

where Bξj resp. Bϖj are with respect to the coordinates pξj , τ‚q resp. pϖj , τ‚q of V 1
j resp.

V 2
j (cf. (1.2.4)). So ryK

n‚
has poles of orders at most nj ´ 1 at ς 1

jp
rBq and ς2

j p rBq.

Step 3. By (4.3.2), ryK
n‚

is a lift of the zero tangent field of rB. Therefore

νpryK
n‚

q P H0
`

rU1 Y ¨ ¨ ¨ Y rUN Y V 1
1 Y V 2

1 Y ¨ ¨ ¨ Y V 1
R Y V 2

R,VrX
b ω

rC{ rBp‚S
rX

q
˘

νpryq P H0
`

U1 Y ¨ ¨ ¨ Y UN ,VX b ωC{Bp‚SXq
˘

can be defined by (2.3.6). The goal of this step is to prove (4.3.9).
Note (4.3.1) for the relation between ry and ryK

n‚
. Choose any w P W Ă W b OpBq. By

Def. 2.3.6, in W b pOp rBqrrq‚ssq we have

∇qkBqk
w “ ´νpryqw “ ´

ÿ

n‚PNR

νpryK
n‚

qw ¨ qn‚
‚

Therefore, by Thm. 2.4.5, in pW b M b M1 b Op rBqqtq‚urlog q‚s we have

νpryK
n‚

qw b q
L‚p0q
‚ § b đ `w b νpryK

n‚
qq
L‚p0q
‚ § b đ `w b q

L‚p0q
‚ § bνpryK

n‚
qđ

“#pryK
n‚

q ¨ w b q
L‚p0q
‚ § b đ ` an element of J pre

rX
p rBqtq‚urlog q‚s

Note that #pryK
n‚

q P Op rBq. Since ψ vanishes on J pre
rX

p rBq, in Op rBqtq‚urlog q‚s we have
ÿ

n‚PNR

qn‚
‚ ψ

`

w b νpryK
n‚

qq
L‚p0q
‚ § b đ `w b q

L‚p0q
‚ § bνpryK

n‚
q đ

˘

“Sψp∇qkBqk
wq `

ÿ

n‚PNR

#pryK
n‚

qqn‚
‚ ¨ Sψpwq

(4.3.9)

Step 4. Let us prove in pM b M1 b Op rBqqtq‚urlog q‚s that
ÿ

n‚PNR

qn‚
‚

`

νpryK
n‚

qq
L‚p0q
‚ § b đ `q

L‚p0q
‚ § bνpryK

n‚
q đ

˘

“ Lkp0qq
L‚p0q
‚ § bđ (4.3.10)

This will imply that for each w P W, we have in Op rBqtq‚urlog q‚s that

qkBqkSψpwq “ ψpw b qkBqkq
L‚p0q
‚ § bđq “ ψpw b Lkp0qq

L‚p0q
‚ § bđq

(4.3.10)
ùùùùùù

ÿ

n‚PNR

qn‚
‚ ψ

`

w b νpryK
n‚

qq
L‚p0q
‚ § b đ `w b q

L‚p0q
‚ § bνpryK

n‚
q đ

˘

(4.3.9)
ùùùùùSψp∇qkBqk

wq `
ÿ

n‚PNR

#pryK
n‚

qqn‚
‚ ¨ Sψpwq

(4.3.11)
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To prove (4.3.10), note that by (4.3.8), the j-th residue actions ˚j of νpryK
n‚

q on M,M1 are

Resξj“0

ÿ

lě´nj

ajl`nj ,nj ,n‚zj
pτ‚qYM,jpc, ξjqξ

l`1
j dξj

Resϖj“0

ÿ

lě´nj

bjnj ,l`nj ,n‚zj
pτ‚qYM1,jpc, ϖjqϖ

l`1
j dϖj

These formulas, together with (4.3.7), show that the LHS of (4.3.10) equals

ÿ

njě0

R
ÿ

j“1

Resξj“0

ÿ

lě´nj

ajl`nj ,nj
pq‚zj , τ‚qq

nj

j YM,jpc, ξjqq
L‚p0q
‚ § b đ ξl`1

j dξj

`
ÿ

njě0

R
ÿ

j“1

Resϖj“0

ÿ

lě´nj

bjnj ,l`nj
pq‚zj , τ‚qq

nj

j q
L‚p0q
‚ § bYM1,jpc, ϖjq đϖl`1

j dϖj

(4.3.6)
ùùùùù

R
ÿ

j“1

Resξj“0 a
jpξj , qj{ξj , q‚zj , τ‚qYM,jpc, ξjqq

L‚p0q
‚ § b đ ξjdξj

`

R
ÿ

j“1

Resϖj“0 b
jpqj{ϖj , ϖj , q‚zj , τ‚qq

L‚p0q
‚ § bYM1,jpc, ϖjq đϖjdϖj

This result, together with aj ` bj “ δj,k and the formula

Resξj“0 YM,jpξ
2
j c, ξjqq

L‚p0q
‚ § b đ ¨bjpξj , qj{ξj , q‚zj , τ‚q

dξj
ξj

“Resϖj“0 q
L‚p0q
‚ § bYM1,jpϖ

2
jc, ϖjq đ ¨bjpqj{ϖj , ϖj , q‚zj , τ‚q

dϖj

ϖj

(due to Prop. 4.2.1 and the fact that Upγ1qc “ c), implies (4.3.10).

Step 5. In this step, we prove that

gk :“
ÿ

n‚PNR

#pryK
n‚

qqn‚
‚ P Op rBqrrq‚ss (4.3.12)

belongs to OpBq. Recall (1.2.4) that V 1
i “ Dri ˆ rB and V 2

i “ Dρi ˆ rB. Define hin‚
from hi as

in (4.3.1). By Thm. 2.4.5 and (4.3.8), we have

#pryK
n‚

q “
c

12

´

ÿ

1ďjďR

Aj,n‚ `
ÿ

1ďjďR

Bj,n‚ `
ÿ

1ďiďN

Ci,n‚

¯

where

Aj,n‚ “
ÿ

lě´nj

Resξj“0 SξjPpξj , τ‚q ¨ ajl`nj ,nj ,n‚zj
pτ‚qξl`1

j dξj

Bj,n‚ “
ÿ

lě´nj

Resϖj“0 SϖjPpϖj , τ‚q ¨ bjnj ,l`nj ,n‚zj
pτ‚qϖl`1

j dϖj
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Ci,n‚ “ Resηi“0 SηiPpηi, τ‚q ¨ hin‚
pηi, τ‚qdηi

Choose anticlockwise circles γ1
j inside Drj and γ2

j inside Dρj around the origins with
radii 0 ă ϵ1

j ă rj resp. 0 ă ϵ2
j ă ρj . Let

Aj “
1

2iπ

¿

γ1
j

SξjPpξj , τ‚q ¨ ajpξj , qj{ξj , q‚zj , τ‚q ¨ ξjdξj (4.3.14a)

Bj “
1

2iπ

¿

γ2
j

SϖjPpϖj , τ‚q ¨ bjpqj{ϖj , ϖj , q‚zj , τ‚q ¨ϖjdϖj (4.3.14b)

Ci “ Resηi“0SηiPpηi, τ‚q ¨ hipq‚, ηi, τ‚qdηi (4.3.14c)

where in (4.3.14a) and (4.3.14b) we assume that |qj |{ρj ă ϵ1
j resp. |qj |{rj ă ϵ2

j (cf. (1.2.10)).
Clearly Ci P OpBq. It is not hard to see that the definitions of Aj , Bj are consistent
for different choices of ϵ1

j , ϵ
2
j . Therefore, by choosing ϵ1

j , ϵ
2
j sufficiently close to rj , ρj

respectively, Eq. (4.3.14a) and (4.3.14b) define Aj , Bj P OpBq. It is also not hard to see that
ř

n‚
Aj,n‚q

n‚
‚ ,

ř

n‚
Bj,n‚q

n‚
‚ ,

ř

n‚
Cj,n‚q

n‚
‚ converge a.l.u. on B to Aj , Bj , Cj respectively.

(See the proof of [Gui23a, Prop. 11.12].) Note that the factor 1
2iπ for (4.3.14a) and (4.3.14b)

is missing in Prop. 11.12 and also in (13.8) of [Gui23a].) Thus gk converges a.l.u. to an
element of OpBq, i.e., c

12

´

ř

1ďjďRAj `
ř

1ďjďRBj `
ř

1ďiďN Ci

¯

.

Step 6. This final step is similar to the proof of Thm. 3.1.7. By Thm. 1.3.8, we can find
finitely many elements s1, s2, ¨ ¨ ¨ P W b OpBq generating W b OpBq mod J pre

X pBq. Fix
µ‚ P CN such that s1, s2, ¨ ¨ ¨ P Wrďµ‚s b OpBq. Thus Wrďµ‚s generates the OpBq-module
W b OpBq mod J pre

X pBq.
Choose any λ‚ ě µ‚. Let pejqjPJ be a basis of the (finite-dimensional) vector space

Wrďλ‚s. By (4.3.11) in Step 4, for each i P J and 1 ď k ď R we have

qkBqSψpeiq “ Sψp∇qkBqk
eiq ` gk ¨ Sψpeiq

where gk P OpBq by Step 5. Since Wrďλ‚s generates the OpBq-module W b OpBq mod
J pre

X pBq, and since ∇qkBqk
ei P WbOpBq (cf. Def. 2.3.6), we can find Ωki,j P OpBq such that

∇qkBqk
ei “

ÿ

jPJ

Ωki,jej mod J pre
X pBq

for all i, j P J . Therefore, by Prop. 4.2.3,

qkBqkSψpeiq “
ÿ

jPJ

Ωki,jSψpejq ` gk ¨ Sψpeiq

Thus, as an element of Op rBqrrq‚ssrlog q‚sJ , f :“ ‘jPJSψpejq is a formal solution of the
differential equation of the system of differential equations qkBqkf “ Λkf (for all 1 ď

k ď R) where Λk is the CJˆJ -valued holomorphic functions on B whose i ˆ j-th entry is
Ωki,j ` δi,jgk. Therefore, by [Gui23a, Thm. A.1], Sψpwq converges a.l.u. whenever w “ ei,
and hence whenever w P Wrďλ‚s. Since λ‚ ě µ‚ is arbitrary, Sψpwq converges a.l.u. for all
w P W.

58



Remark 4.3.2. Recall that (1.2.2) is always assumed in this article, i.e, each connected
component of each fiber rXb of rX intersects at least one of the incoming marked points
ς‚p rBq. However, Thm. 4.3.1 often holds under a weaker condition:

Instead of (1.2.2), assume that we can add some incoming marked points (i.e. sections)
σ1, . . . , σK such that σ1p rBq, . . . , σKp rBq are mutually disjoint and are also disjoint from each
ςip rBq and V 1

j and V 2
j , and each component of each rXb intersects one of σ›p rBq. Then Thm.

4.3.1 holds.

Proof. Let rX1 “ prπ : rC Ñ rB
ˇ

ˇς‚, σ›

›

›ς 1
‚, ς

2
‚ q be the new family obtained from rX by adding σ›.

Associate the vacuum module V to each σk. By the propagation of conformal blocks (cf.
[GZ23, Sec. 2.5]), there exists an element

≀ψ P H0p rB,T ˚
rX1

pW b VbK b M b M1qq

≀ψpw b 1bK bmbm1q “ ψpw bmbm1q

for all w P W,m P M,m1 P M1. Then rX1 satisfies (1.2.2). We sew rX1 and get X1. By Thm.
4.3.1, the sewing S≀ψ converges a.l.u. to a conformal block associated to X1 outside the
discriminant locus ∆. Thus

Sψpwq “ S≀ψpw b 1bKq

converges a.l.u.; the limit is a conformal block associated to X outside ∆, again by the
propagation of conformal blocks.

The following Thm. 4.3.3 says roughly that the sewing of a conformal block is parallel
“in the direction of sewing” up to a projective term that can be calculated explicitly. In
a future paper, we will use Thm. 4.3.3 to explain the appearance of ´ c

24 in the modular
invariance formulas in [Zhu96, Miy04, Hua24].

Theorem 4.3.3. Let ψ P H0
`

rB,T ˚
rX

pW b M b M1q
˘

. Assume that rB is an open subset of Cm

with standard coordinates τ‚. Fix 1 ď k ď R, assume that ry P H0pC,ΘCp´ log C∆ ` ‚SXqq is
a lift of qkBqk (cf. Def. 2.3.3). We use ry to define ∇qkBqk

on T ˚
X pWq being the dual of ∇qkBqk

on
TXpWq defined by Def. 2.3.6. Assume that P is a projective structure on rX. For each 1 ď j ď R
and 1 ď i ď N , let aj , bj , hj be defined by (4.3.3), and let Aj , Bj , Ci be defined by (4.3.14). Let

gk “
c

12

´

ÿ

1ďjďR

Aj `
ÿ

1ďjďR

Bj `
ÿ

1ďiďN

Ci

¯

(which is in OpBq). Then Sψ P H0
`

B ´ ∆,T ˚
X pWq

˘

satisfies

∇qkBqk
Sψ “ gk ¨ Sψ

We repeat that ry exists due to Rem. 2.3.4, and that P exists due to Thm. 2.4.3. Recall
Def. 2.3.1 for the meaning of dual differential operators.

Proof. This is clear from the proof of Thm. 4.3.1, especially Eq. (4.3.11) and Step 5.
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4.4 Application: convergence of higher genus pseudo-q-traces

In this section, we assume for simplicity that R “ 1. We write ς 1
1, ς

2
1 as ς 1, ς2. Write

r1 “ r, ρ1 “ ρ. Associate a grading restricted VbN -module W to ς‚p rBq. Thus B “ Drρ ˆ rB.
Choose a grading restricted V-module M with contragredient M1. Associate M1 and M to
ς 1p rBq and ς2p rBq respectively. W is also associated to the marked points ς‚pBq of the sewn
family X. Recall from the beginning of this chapter that the local coordinates η‚, ξ1 “

ξ,ϖ1 “ ϖ (at ς‚p rBq, ς 1p rBq, ς2p rBq) are chosen, and the identifications (4.0.1) are assumed.

4.4.1 The pseudo-trace Trω on End0ApMq

Note that dimEndVpMq ă `8. We fix a unital C-subalgebra A of EndVpMqop such
that M is projective as a right A-module. We fix a symmetric linear functional (SLF) ω on
A. Namely,

ω : A Ñ C

is a linear map satisfying ωpabq “ ωpbaq for all a, b P A.
As usual, EndApMq denotes the set of linear maps T : M Ñ M satisfying pTmqa “

T pmaq for all m P M, a P A. We let

End0pMq :“
ď

λPC
EndpMrďλsq “ tT P EndpMq : T “ PďλTPďλ for some λ P Cu

End0ApMq :“ End0pMq X EndApMq “
ď

λPC
EndApMrďλsq

Since each Mrďλs is finite-dimensional, by the pseudo-trace (also called Hattori-Stallings
trace) construction (cf. [Ari10] and the reference therein), ω defines canonically an SLF
Trω on EndApMrďλsq, restricting to the one on EndApMrďµsq whenever ℜµ ď ℜλ. We thus
obtain an SLF

Trω : End0ApMq Ñ C

called the pseudo-trace of ωωω on End0ApMqEnd0ApMqEnd0ApMq. (In fact, the results in this section hold more
generally when Trω is replaced by any SLF on End0ApMq. Thus, one can forget about the
fact that it arises from ω.) Recall that M is the algebraic completion of M.

4.4.2 The pseudo-sewing Sωϕ of a conformal block ϕ

Definition 4.4.1. Let ϕ P H0p rB,T ˚
rX

pW b M1 b Mqq. So ϕ can be viewed as a linear map

W b M1 b M Ñ Op rBq. Define a mapϕ7ϕ7ϕ7 by

ϕ7 : rB Ñ HomCpW,HomCpM,Mqq

such that for each b P rB and w P W, the linear map ϕ7

bpwq P HompM,Mq satisfies

ϕ
7

bpwq : M Ñ M xϕ
7

bpwqm,m1y “ ϕpw bm1 bmq
ˇ

ˇ

b
(4.4.1)
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for all m P M,m1 P M1. We say that ϕ commutes with AAA if for each b P rB, w P W and
λ, µ P C, the following linear map

Pλ ˝ ϕ
7

bpwq ˝ Pµ : Mrµs Ñ Mrλs (4.4.2)

commutes with the action of A (and hence belongs to End0ApMq).

In the following, we fix ϕ P H0p rB,T ˚
rX

pW b M1 b Mqq commuting with A. Trω can be
defined on (4.4.2). Recall that Lp0qn preserves each Mrλs (because it commutes with Lp0q).
Note that qLp0q and Pλ commute with A. Thus, for each b P rB, w P W, we can define

Sωϕpwq
ˇ

ˇ

b
:“

ÿ

λ,µPC
Trω

`

qLp0qPλ ˝ ϕ
7

bpwq ˝ Pµ
˘

“
ÿ

λPC
qλ ¨ Trω

`

qLp0qnPλ ˝ ϕ
7

bpwq ˝ Pλ
˘

(4.4.3)

which is in Ctqurlog qs. This gives a linear map

Sωϕ : W Ñ Op rBqtqurlog qs w ÞÑ Trωϕ7pwq

We call Sωϕ the pseudo-sewing (or the pseudo-q-trace) of ϕwith respect to ω.
The a.l.u. convergence of Sωϕ is understood as in Def. 4.1.5. In the rest of this section,

our goal is to prove the following theorem. Recall B ´ ∆ “ Dˆ
rρ ˆ rB.

Theorem 4.4.2. Sωϕ converges a.l.u. to a linear map W Ñ OpB´∆q, which belongs toH0
`

B´

∆,T ˚
X pWq

˘

(cf. Rem. 3.1.1).

4.4.3 Trω is a conformal block associated to the Vb2-module End0ApMq

Recall (1.3.7) for the meaning of Upγzq. Notice the linear isomorphism

M b M1 »
ÝÝÑ End0pMq mbm1 ÞÑ m ¨ xm1,´y

Pushing forward the Vb2-module structure of M b M1, we see that End0pMq is a grading-
restricted Vb2-module whose module structure is determined by the fact that for each
v P V, T P End0pMq, the following relation holds in End0pMqrrz˘1ss:

Y pv b 1, zqT “ YMpv, zq ˝ T Y p1 b v, zqT “ T ˝ YMpUpγzqv, z
´1q (4.4.4)

Clearly End0ApMq is a (grading-restricted) Vb2-submodule of End0pMq.

Remark 4.4.3. Define a 2-pointed sphere with local coordinates

N “ pP1}8, 0; 1{z, zq

where z denotes the standard coordinate of C. Let X be a grading restricted Vb2-module.
Let ψ : X Ñ C be a linear map. Then clearly ψ belongs to T ˚

N pXq iff for each v P V and
χ P X, the following relation holds in Crrz˘1ss:

ψ
`

Y pUpγzqv b 1, z´1qχ
˘

“ ψ
`

Y p1 b v, zqχ
˘

(4.4.5)

This description is independent of whether X is associated to p0,8q or p8, 0q (since
Upγz´1qUpγzq “ id).
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Proposition 4.4.4. Let Nˆ rB be the constant extension of N by rB, i.e., it is the family of 2-pointed
spheres with local coordinates

N ˆ rB “ pP1 ˆ rB Ñ rB|8, 0; 1{z, zq

where P1 ˆ rB Ñ rB is the projection onto the rB-component, and 0,8 mean the constant sections
b ÞÑ p0, bq and b ÞÑ p8, bq.

Associate End0ApMq to the marked points p8, 0q where the first component (i.e. Y p´ b 1, zq)
is associated to 8 and the second one (i.e. Y p1 b ´, zq) is associated to 0. Then the linear
functional Trω : End0ApMq Ñ C, viewed as a linear map Trω : End0ApMq Ñ Op rBq by enlarging
the codomain, is an element of H0

`

rB,T ˚

Nˆ rB
pEnd0ApMqq

˘

.

Proof. Since the property of being a conformal block can be checked pointwise (cf. Rem.
3.1.1), it suffices to prove that Trω : End0ApMq Ñ C belongs to T ˚

N pEnd0ApMqq. This, in
view of (4.4.4) and (4.4.5), is equivalent to proving that in Crrz˘1ss we have

TrωpYMpv, zq ˝ T q “ TrωpT ˝ YMpv, zqq

for each v P V and T P End0ApMq. Take λ P C such that T “ PďλTPďλ. Then the above
equation becomes

TrωpPďλYMpv, zqPďλ ˝ T q “ TrωpT ˝ PďλYMpv, zqPďλq

which holds because Trω is an SLF and PďλYMpv, zqPďλ belongs to End0ApMqrz˘1s.

4.4.4 ϕ is a conformal block associated to W bC End0ApMq1

Let b P rB and w P W. For each λ, µ P C, the map Pλ ˝ ϕ
7

bpwq ˝ Pµ “ (4.4.2) belongs to
the weight-pλ, µq subspace

End0ApMqrλ,µs “ Pλ ˝ End0ApMq ˝ Pµ “ HomApMrµs,Mrλsq

of End0ApMq. Therefore, ϕ7

b can be viewed as a linear map

ϕ
7

b : W ÝÑ End0ApMq “
ź

λ,µPC
End0ApMqrλ,µs

Thus ϕb can be viewed as a linear functional W b End0ApMq1 Ñ C, where

End0ApMq1 “
à

λ,µPC
HomApMrµs,Mrλsq

˚

is the contragredient Vb2-module of End0ApMq. Clearly ϕb is still a conformal block asso-
ciated to rXb. Thus:

Proposition 4.4.5. ϕ is naturally an element of H0
`

rB,T ˚
rX

pW b End0ApMq1q
˘

.

62



4.4.5 Reducing pseudo-sewing to (ordinary) sewing

Let rY :“ rX \ pN ˆ rBq. We sew rY along two pairs of marked points. The first pair is
pς 1,8q with sewing radii r, 1. The second pair is pς2, 0q with sewing radii ρ, 1. The result
of sewing (cf. Subsec. 1.2.1) gives a family Y with base manifold Dr ˆ Dρ ˆ rB.

By Prop. 4.4.4 and 4.4.5,

ϕb Trω : W b End0ApMq1 b End0ApMq Ñ Op rBq

is a conformal block associated to rY. Its sewing is

Spϕb Trωq : W Ñ Op rBqtq1, q2urlog q1, log q2s

w ÞÑ
ÿ

λ,µPC
Trω

`

q
Lp0q

1 Pλϕ
7pwqPµq

Lp0q

2

˘ (4.4.6)

The RHS of (4.4.6) is clearly in Op rBqtq1q2urlogpq1q2qs, i.e., it is of the form fpq1q2q for some
f P Op rBqtqurlog qs.

Theorem 4.4.6. As linear maps W Ñ Op rBqtqurlog qs we have

Sωϕ “ Spϕb Trωq
ˇ

ˇ

q1q2“q

Proof. This is clear from (4.4.3) and (4.4.6).

Proof of Thm. 4.4.2. By Thm. 4.3.1 and Rem. 4.3.2, Spϕ b Trωq converges a.l.u. on Dˆ
r ˆ

Dˆ
ρ ˆ rB to a conformal block associated to Y outside its discriminant locus. Therefore, by

Thm. 4.4.6, Sωϕ converges a.l.u. on Dˆ
rρ ˆ rB.

Moreover, for each fixed q P Dˆ
rρ, we find q1 P Dˆ

r , q2 P Dˆ
ρ such that q “ q1q2. Then

for each b P B, the fiber Xpb,qq is canonically equivalent to Ypb,q1,q2q. Thus Sωϕ|pb,qq is a
conformal block associated to Xpb,qq. Since the property of being a conformal block can be
checked pointwise (cf. Rem. 3.1.1), we conclude that Sωϕ is a conformal block associated
to X outside ∆ “ t0u ˆ rB. This finishes the proof of Thm. 4.4.2.
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